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In this dissertation we investigate three different problems related to (1) concentration inequalities using Stein's method of exchangeable pair, (2) first-passage percolation along thin lattice cylinders and (3) limiting spectral distribution of random linear combinations of projection matrices.

Stein's method is a semi-classical tool for establishing distributional convergence, particularly effective in problems involving dependent random variables. A version of Stein's method for concentration inequalities was introduced in the Ph.D. thesis of Sourav Chatterjee to prove concentration of measure in problems involving complex dependencies such as random permutations and Gibbs measures.

In the first part of the dissertation we provide some extensions of the theory and three new applications: (1) We obtain a concentration inequality for the magnetization in the Curie-Weiss model at critical temperature (where it obeys a non-standard normalization and super-Gaussian concentration). (2) We derive exact large deviation asymptotics for the number of triangles in the Erdős-Rényi random graph $G(n, p)$ when $p \geq 0.31$. Similar results are derived also for general subgraph counts. (3) We obtain some interesting concentration inequalities for the Ising model on lattices that hold at all temperatures.

In the second part, we consider first-passage percolation across thin cylinders of the form $[0, n] \times\left[-h_{n}, h_{n}\right]^{d-1}$. We prove that the first-passage times obey Gaussian central limit theorems as long as $h_{n}$ grows slower than $n^{1 /(d+1)}$. We obtain appropriate moment bounds and use decomposition of the first-passage time into an approximate sum of independent random variables and a renormalization type argument to prove the result. It is an open question as to what is the fastest that $h_{n}$ can grow so that a Gaussian CLT still holds. We conjecture that $n^{2 / 3}$ is the right answer for $d=2$ and provide some numerical evidence for that.

Finally, in the last part we consider limiting spectral distributions of random matrices of the form $\sum_{i=1}^{k} a_{i} X_{i} M_{i}$ where $X_{i}$ 's are i.i.d. mean zero and variance one random variables, $a_{i}$ 's are some given sequence of real numbers with $\ell^{2}$ norm one and $M_{i}$ 's are projection matrices with dimension growing to infinity. We provide sufficient conditions under which the limiting spectral distribution is Gaussian. We also provide examples from the theory of representations of symmetric group for which our results hold.

To my family: Thakuma, Ma, Baba and Mamani.
To all my teachers.
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## Chapter 1

## Introduction and review of literature

In his seminal 1972 paper [103], Charles Stein introduced a method for proving central limit theorems with convergence rates for sums of dependent random variables. This has now come to be known as Stein's method. Over the last four decades it has become a powerful tool in approximating probability distributions and proving limit theorems with quantitative rates of convergence. Though the method is very well-developed for convergence to Poisson and Gaussian distributions, it has also been applied to various other distributions, from hypergeometric to exponential. All the various formulations of the method rely on exploiting the characterizing operator or Stein equation of the distribution. We defer the discussion on Stein's method with examples until Section 1.2.

On the other hand, concentration inequalities involve "good" bounds on tail probabilities, e.g., on $\mathbb{P}(|f(X)-\mathbb{E}(f(X))| \geq t)$ for $t>0$ where the distribution of $X$ is specified and $f$ is a "nice" function. Here we call a bound "good" if it decays to zero rapidly. The simplest useful example being Chebyshev's inequality, $\mathbb{P}(|f(X)-\mathbb{E}(f(X))| \geq t) \leq$ $t^{-2} \operatorname{Var}(f(X))$ for $t>0$. In many cases, concentration bounds are precursor of distributional convergence results. In fact, tightness is an important factor for proving convergence of processes. For a long time, Azuma-Hoeffding inequality [56, 4] and its relatives (bounded difference inequality [97, 98], McDiarmid's inequality [84]) remained the best possible way to obtain Gaussian type decay $e^{-c t^{2}}, t \geq 0$, the main ingredient being Doob's decomposition into sums of martingale difference sequences (one can view the result as a precursor of the Gaussian central limit theorem). It was subsequently used in problems from statistics, computer science and other fields, in particular machine learning and empirical process theory. The most widely used form of Azuma-Hoeffding inequality states the following:

Theorem 1.0.1 (Azuma-Hoeffding inequality [56, 4]). Let $\left\{X_{i}: 1 \leq i \leq n\right\}$ be a martingale difference sequence adapted to some filtration. Suppose that there exist nonnegative constants $c_{1}, c_{2}, \ldots, c_{n}$ such that $\left|X_{i}\right| \leq c_{i}$ a.s. for each $i$. Then for all $t \geq 0$ we have

$$
\mathbb{P}\left(\max _{1 \leq k \leq n} \sum_{i=1}^{k} X_{i} \geq t\right) \leq \exp \left(-\frac{t^{2}}{2 \sum_{i=1}^{n} c_{i}^{2}}\right) .
$$

However in the late nineties, starting with Talagrand's subtle use of induction argument to get strong concentration bounds for functions on product measure spaces (see $[106,107,108]$ ), there have been much more activities in the field of concentration bounds with higher level of sophistication. In particular, the "entropy method" of Ledoux [75] and Massart [83] (log-Sobolev and modified log-Sobolev inequalities), exponential Efron-Stein inequalities of Boucheron, Lugosi and Massart in [22], transportation cost inequalities of Marton [80, 81, 82], information theoretic inequalities of Dembo [36] are now quite well used. Talagrand's convex distance inequality has found applications in fields as diverse as statistics, combinatorial optimization, random matrix, spin glasses and many more. Theorem 1.0.2 shows an important and useful corollary of the convex distance inequality.

Theorem 1.0.2 (Talagrand [106]). For every product probability measure $\mu^{n}$ on $[0,1]^{n}$, every convex 1-Lipschitz function $f$ on $\mathbb{R}^{n}$, and every nonnegative real number $t$, we have

$$
\mu^{n}(|f-m(f)| \geq t) \leq 4 e^{-t^{2} / 4}
$$

where $m(f)$ is the median of $f$ under $\mu^{n}$.
We refer the reader to the excellent survey by Ledoux [75] for more results about concentration inequalities. Here we mention that concentration inequalities have also been used to understand the geometry of high dimensional spaces and groups (See e.g. [86]) and it was one of the original motivation behind the initial investigation in concentration results. While for product measure spaces the general theory works surprisingly well, for random variables with complex dependency structure, in general, concentration bounds are hard to get. Many other approaches are available which work well on particular problems.

Stein's attempts [104] at devising a version of the method for concentration inequalities did not prove fruitful. Some progress for sums of dependent random variables was made by Raič [93]. The problem was finally solved in full generality in [24] using exchangeable pair approach. The general abstract result is stated in Section 2.1. A selection of results and examples from [24] appeared in the later papers [28, 27].

In Chapter 2 of this dissertation we extend the abstract theory and work out some further examples. We also look at two other problems from first-passage percolation on lattices and random matrix theory.

### 1.1 Summary of the Dissertation

We now give a brief chapter by chapter description of this dissertation in the subsequent subsections. To keep the exposition simple we will avoid the abstract results and only state the simplest versions of the theorems. The main chapters of this dissertation, Chapter 2, Chapter 3 and Chapter 4, are independent of each other and may be read in any order.

### 1.1.1 Concentration inequalities using exchangeable pairs

In Chapter 2 we derive extension of the concentration inequalities using exchangeable pair. We also work out three new examples using the method. Let us briefly describe the examples first.

The first example being large deviation inequalities for number of triangles in Erdős-Rényi random graph. Undoubtedly the most famous combinatorial model in probability is the Erdős-Rényi random graph model $G(n, p)$, which gives a random graph on $n$ vertices where each edge is present with probability $p$ and absent with probability $1-p$ independently of each other. A triangle is a set of three vertices such that all the three edges are present in the random graph. The behavior of the upper tail of subgraph counts in $G(n, p)$ is a problem of great interest in the theory of random graphs (see [17, 60, 62, 110, 70], and references contained therein). However, it is an open problem to find exact form for the tail probability depending on $n, p$ upto second order error terms. The best upper bounds to date were obtained only recently by Chatterjee [29] for triangles and Janson, Oleszkiewicz, and Ruciński [61] for general subgraph counts. For triangles, the available results state that for a fixed $\epsilon>0$,

$$
\mathbb{P}\left(T_{n} \geq(1+\varepsilon) n^{3} p^{3} / 6\right)=\exp \left(-\Theta\left(n^{2} p^{2}|\log p|\right)\right)
$$

where $T_{n}$ is the number of triangles in $G(n, p)$.
Let us briefly look at the known results about tail bounds for general subgraph counts. Let $F$ be a finite graph. Let us denote the number of edges in $F$ by $e(F)$ and number of vertices by $e(G)$. The quantity of interest is $X_{n}(F)$, the number of copies of $F$ in the Erdős-Rényi random graph $G(n, p)$. We need to define few quantities first before stating the results. Define

$$
\begin{aligned}
m(F) & :=\max \left\{\left.\frac{e(H)}{v(H)} \right\rvert\, H \subseteq F, v(H)>0\right\} \\
\text { and } \Phi_{n}(F) & :=\min \left\{\mathbb{E}\left[X_{n}(H)\right] \mid H \subseteq F, e(H)>0\right\}
\end{aligned}
$$

A graph $F$ is called balanced if $m(F)=e(F) / v(F)$. The importance of $m(F)$ comes from the fact that

$$
\operatorname{Var}\left(X_{n}(F)\right) \approx(1-p) \frac{\mathrm{E}\left[X_{n}(F)\right]^{2}}{\Phi_{n}(F)}
$$

and $\Phi_{n}(F) \rightarrow \infty$ iff $n p^{m(F)} \rightarrow \infty$. A result of Ruciński [96] states that $n p^{m(F)} \rightarrow \infty$ and $n^{2}(1-p) \rightarrow 0$ as $n \rightarrow \infty$ is a necessary and sufficient condition for Gaussian CLT for normalized $X_{n}(F)$. The difficult part is to correctly bound the upper tail, since for the lower tail one can find a strong bound easily (see [60]). One can easily check using FKG inequality that the the bound is best possible as long as $p$ stays away from one.

Theorem 1.1.1. Let $F$ be a fixed graph. Let $X_{n}(F)$ be the number of copies of $F$ in the Erdős-Rényi random graph $G(n, p)$. Then for any $\varepsilon>0$ we have

$$
\mathbb{P}\left(X_{n}(F) \leq(1-\varepsilon) \mathbb{E}\left[X_{n}(F)\right]\right) \leq \exp \left(-c(\varepsilon) \Phi_{n}(F)\right)
$$

for all $n, p$ for some constant $c(\varepsilon)>0$ depending on $\varepsilon$.
Now to state the results for upper tail bound for $X_{n}(F)$, we need two more quantities. For two graphs $H, F$ define

$$
\begin{aligned}
N(F, H) & :=\text { number of copies of } H \text { in } F \\
\text { and } N(n, m, H) & :=\max \{N(F, H) \mid v(F) \leq n, e(F) \leq m\}
\end{aligned}
$$

Finally consider

$$
M_{F}^{*}(n, p):= \begin{cases}\max \left\{m \mid \text { For all } H \subseteq F, N(n, m, H) \leq n^{v(H)} p^{e(H)}\right\} & \text { if } p \geq n^{-2} \\ 1 & \text { otherwise }\end{cases}
$$

Now the best known bound for the upper tail for general subgraph count says the following:
Theorem 1.1.2 (Theorem 1.2 in [61]). For every graph $F$ and every $\varepsilon>0$ there exist positive real numbers $c(\varepsilon, F), C(\varepsilon, F)$ such that for all $n \geq v(F)$ and $p \in(0,1)$ we have

$$
\mathbb{P}\left(X_{n}(F) \geq(1+\varepsilon) \mathbb{E}\left[X_{n}(F)\right]\right) \leq \exp \left(-c(\varepsilon, F) M_{F}^{*}(n, p)\right)
$$

and, provided $(1+\varepsilon) \mathbb{E}\left[X_{n}(F)\right] \leq N\left(K_{n}, G\right)$,

$$
\mathbb{P}\left(X_{n}(F) \geq(1+\varepsilon) \mathbb{E}\left[X_{n}(F)\right]\right) \geq \exp \left(-C(\varepsilon, F) M_{F}^{*}(n, p)|\log p|\right)
$$

where $K_{n}$ is the complete graph on $n$ vertices.
Let $\Delta(F)$ denote the maximum degree of $F$. Then,

$$
M_{F}^{*}(n, p)=\Theta\left(n^{2} p^{\Delta(F)}\right)
$$

as long as $p \gg n^{-1 / \Delta(F)}$ (see [62]). We investigate the behavior of $\log \mathbb{P}\left(X_{n}(F) \geq(1+\right.$ $\left.\varepsilon) \mathbb{E}\left[X_{n}(F)\right]\right)$ when $\varepsilon$ and $p$ are fixed.

In Theorem 2.3.4 we prove a large deviation result for the number of triangles in $G(n, p)$ which gives explicit rate parameters. Let us define the function $I(\cdot, \cdot)$ on $(0,1) \times(0,1)$ as $I(r, s):=r \log (r / s)+(1-r) \log ((1-r) /(1-s))$ which is the relative entropy of Bernoulli $(r)$ w.r.t. Bernoulli $(s)$ measure. The function $I(\cdot, \cdot)$ appears as the large deviation rate function for number of edges in $G(n, p)$. We prove the following result:

Theorem 1.1.3. Let $T_{n}$ be the number of triangles in $G(n, p)$, where $p>p_{0}$ where $p_{0}=$ $2 /\left(2+e^{3 / 2}\right) \approx 0.31$. Then for any $r \in(p, 1]$,

$$
\mathbb{P}\left(T_{n} \geq n^{3} r^{3} / 6\right)=e^{-\frac{1}{2} n^{2} I(r, p)(1+o(1))} .
$$

Moreover, even if $p \leq p_{0}$, there exist $p^{\prime}, p^{\prime \prime}$ such that $p<p^{\prime} \leq p^{\prime \prime}<1$ and the same result holds for all $r \in\left(p, p^{\prime}\right) \cup\left(p^{\prime \prime}, 1\right]$.

The result is a nontrivial consequence of Stein's method for concentration inequalities and involves analyzing the tilted measure, which in this case leads to what is known as an 'exponential random graph', a little studied object in the rigorous literature. Clearly, our result gives a lot more in the situations where it works (see Figure 1). The method of proof can be easily extended to prove similar results for general subgraph counts and are discussed in Section 2.3.3. However, there is an obvious incompleteness in Theorem 2.3.4 (and also for general subgraphs counts), namely, that it does not work for all ( $p, r$ ). It is an interesting open problem to solve the large deviation problem for the whole region. Here we mention that, in a recent article in preparation, Chatterjee and Varadhan [31] have obtained the large deviation rate function in the full regime using Szemerédi regularity lemma.

In Section 2.3.1 we prove a super-Gaussian concentration inequality for critical Curie-Weiss model. The 'Curie-Weiss model of ferromagnetic interaction' at inverse temperature $\beta$ and zero external field is given by the following Gibbs measure on $\{+1,-1\}^{n}$. For a typical configuration $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right) \in\{+1,-1\}^{n}$ the probability of $\boldsymbol{\sigma}$ is given by

$$
Z_{\beta}^{-1} \exp \left(\beta \sum_{i<j} \sigma_{i} \sigma_{j} / n\right)
$$

where $Z_{\beta}$ is the normalizing constant. It is well known that the Curie-Weiss model shows a phase transition at $\beta_{c}=1$. Using concentration inequalities for exchangeable pairs it was proved in [24] that for all $\beta \geq 0, n \geq 1, t \geq 0$ we have

$$
\mathbb{P}(\sqrt{n}|m-\tanh (\beta m)| \geq t+\beta / \sqrt{n}) \leq 2 e^{-t^{2} /(4+4 \beta)}
$$

It is known that at $\beta=1$ as $n \rightarrow \infty, n^{1 / 4} m(\boldsymbol{\sigma})$ converges to the probability distribution on $\mathbb{R}$ having density proportional to $\exp \left(-t^{4} / 12\right)$ (see Simon and Griffiths [100]). The following concentration inequality stated in Proposition 2.3 .1 and derived using Theorem 2.2.2, fills the gap in the tail bound at the critical point.

Theorem 1.1.4. Suppose $\boldsymbol{\sigma}$ is drawn from the Curie-Weiss model at the critical temperature $\beta=1$. Then, for any $n \geq 1$ and $t \geq 0$ the magnetization satisfies

$$
\mathbb{P}\left(n^{1 / 4}|m(\boldsymbol{\sigma})| \geq t\right) \leq 2 e^{-c t^{4}}
$$

where $c>0$ is an absolute constant.
Here we may remark that such a concentration inequality probably cannot be obtained by application of standard off-the-shelf results (e.g. those surveyed in Ledoux [75], the famous results of Talagrand [106] or the recent breakthroughs of Boucheron, Lugosi and Massart [22]), because they generally give Gaussian or exponential tail bounds. There are several recent remarkable results giving tail bounds different from exponential and Gaussian (see $[14,74,9,45,33,15,49,50]$ ). However, it seems that none of the techniques given in these references would lead to the above result. We also look at general critical Curie-Weiss models. In Section 2.3.4, we derive some interesting concentration bounds for Ising model on $d$-dimensional square lattices.

### 1.1.2 First-passage percolation

In 1965, Hammersley and Welsh [54] introduced first-passage percolation to model the spread of fluid through a randomly porous media. The model is defined as follows. Consider the $d$-dimensional cubic lattice $\mathbb{Z}^{d}$ and the edge set $E$ consisting of nearest neighbor edges. With each edge $e \in E$ is associated an independent nonnegative random variable $\omega_{e}$ distributed according to a fixed distribution $F$. The random variable $\omega_{e}$ represents the amount of time it takes the fluid to pass through the edge $e$. For a finite path $\mathcal{P}$ in $\mathbb{Z}^{d}$ define

$$
\omega(\mathcal{P}):=\sum_{e \in \mathcal{P}} \omega_{e}
$$

as the passage time for $\mathcal{P}$. For $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{Z}^{d}$, the first-passage time $a(\boldsymbol{x}, \boldsymbol{y})$ is defined as the minimum passage time over all paths from $\boldsymbol{x}$ to $\boldsymbol{y}$. Intuitively $a(\boldsymbol{x}, \boldsymbol{y})$ is the first time the fluid will appear at $\boldsymbol{y}$ if a source of water is introduced at the vertex $\boldsymbol{x}$ at time 0 . We postpone the discussion about known results until Section 3.1.

Convergence to the Tracy-Widom law is known for directed last-passage percolation in $\mathbb{Z}^{2}$ under very special conditions, but the techniques do not carry over to the undirected case. Naturally, one may expect that convergence to something like the TracyWidom distribution may hold for undirected first-passage percolation also, but surprisingly, this does not seem to be the case. Here we mention that, in fact, almost no nontrivial distributional result is known for undirected first-passage percolation.

In Chapter 3 we consider first-passage percolation on $\mathbb{Z}^{d}$ with height restricted by an integer $h$ (which is allowed to grow with $n$ ). We define

$$
a_{n}(h):=\inf \left\{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path from } \mathbf{0} \text { to } n \boldsymbol{e}_{1} \text { in } \mathbb{Z} \times\{-h,-h+1, \ldots, h\}^{d-1}\right\}
$$

where $\boldsymbol{e}_{1}=(1,0, \ldots, 0)$. Informally, $a_{n}(h)$ is the minimal passage time over all paths which deviate from the straight line path joining the two end points by a distance at most $h$. Given the dimension $d$, we consider a non-degenerate distribution $F$ supported on $[0, \infty)$ for which we have $F(\lambda)<p_{c}(d)$ where $\lambda$ is the smallest point in the support of $F$ and $p_{c}(d)$ is the critical probability for Bernoulli bond percolation in $\mathbb{Z}^{d}$. Standard result gives that

$$
\begin{equation*}
\nu\left(\boldsymbol{e}_{1}\right):=\lim _{n \rightarrow \infty} \mathbb{E}\left[a\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)\right] / n \tag{1.1}
\end{equation*}
$$

exists and is positive when $F(0)<p_{c}(d)$. In Theorem 3.1.2 we proved that for cylinders that are 'thin' enough, a Gaussian CLT holds for $a_{n}(h)$ after proper centering and scaling. Let $\mu_{n}\left(h_{n}\right)$ and $\sigma_{n}^{2}\left(h_{n}\right)$ be the mean and variance of $a_{n}\left(h_{n}\right)$.

Theorem 1.1.5. Let $F$ be as above. Suppose $\mathbb{E}\left[\omega^{p}\right]<\infty$ for all $p<\infty$. Let $\left\{h_{n}\right\}_{n \geq 1}$ be a sequence of integers satisfying $h_{n}=o\left(n^{\alpha}\right)$ where $\alpha<1 /(d+1)$. Then we have

$$
\left(a_{n}\left(h_{n}\right)-\mu_{n}\left(h_{n}\right)\right) / \sigma_{n}\left(h_{n}\right) \xrightarrow{\mathrm{w}} N(0,1) \text { as } n \rightarrow \infty .
$$

When $h_{n} \rightarrow \infty$ as $n \rightarrow \infty, \lim _{n \rightarrow \infty} \mu_{n}\left(h_{n}\right) / n=\nu\left(\boldsymbol{e}_{1}\right)$, where $\nu\left(\boldsymbol{e}_{1}\right)$ is defined as in (1.1). Moreover, we have $c_{1} n h_{n}^{-d+1} \leq \sigma_{n}^{2}\left(h_{n}\right) \leq c_{2} n$ for some positive absolute constants $c_{i} d e-$ pending only on $d$ and $F$.

The main idea behind Theorem 3.1.2 is to decompose $a_{n}\left(h_{n}\right)$ as an "approximate" sum of i.i.d. random variables. The CLT is relatively easier to prove when $h_{n}=o\left(n^{1 /(3 d-1)}\right)$. However, using a blocking technique, which is reminiscent of the "renormalization group" method, by successively breaking into smaller cylinders, we finally extend the growth rate of $h_{n}$ to $o\left(n^{1 /(d+1)}\right)$. In fact Theorem 3.1.2 give rise to a new exponent $\gamma(d)$ defined as

$$
\gamma(d):=\sup \left\{\alpha:\left(a_{n}\left(n^{\alpha}\right)-\mu_{n}\left(n^{\alpha}\right)\right) / \sigma_{n}\left(n^{\alpha}\right) \xrightarrow{\mathrm{w}} N(0,1) \text { as } n \rightarrow \infty\right\} .
$$

Clearly we have $\gamma(d) \geq 1 /(d+1)$ for $F$ having all moments finite and satisfying the conditions in Theorem 3.1.2. Is $\gamma(d)$ actually equal to $1 /(d+1)$ ? There are indications that this is not true. In Section 3.6 we provide some heuristic justifications for that. In Section 3.9 we provide some numerical results in support of the following conjecture:

Conjecture 1.1.6. For $d=2$, we have $\gamma(d)=2 / 3$ and $\sigma_{n}^{2}\left(h_{n}\right)=\Theta\left(n h_{n}^{-1 / 2}\right)$.
One of the future project is to prove Central limit theorem upto $n^{2 / 3}$ and extend the idea to passage times involving monotone paths.

### 1.1.3 Spectra of random linear combination of projection matrices

For a symmetric $n \times n$ matrix $A$, let $\lambda_{1}(A) \geq \lambda_{2}(A) \geq \ldots \geq \lambda_{n}(A)$ denote its eigenvalues arranged in nonincreasing order. The spectral measure $\Lambda_{A}$ of $A$ is defined as the empirical measure of its eigenvalues which puts mass $1 / n$ to each of its eigenvalues, i.e.,

$$
\Lambda_{A}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}(A)}
$$

where $\delta_{x}$ is the dirac measure at $x$. In particular when the matrix $A$ is random we have a random spectral measure corresponding to $A$.

In his seminal paper [111] Wigner proved that the spectral measure for a large class of random matrices converges to the semi-circular law, as the dimension grows to infinity. Much work has since been done on various aspects of eigenvalues for different ensembles of large real symmetric or complex hermitian random matrices, random matrices coming from Haar measure on classical groups (e.g., orthogonal, unitary, simplectic group). Some of the results are surveyed in [53, 85]. Many new results have been proved in the last few years for understanding liming spectral distribution of large random matrices having complicated algebraic structure. In [23] the authors considered the spectra of large random Hankel, Markov and Toeplitz matrices which was inspired by an open problem in [5] (see also [55]). Recently, in [43] the author considered linear combinations of matrices defined via representations and coxeter generators of the symmetric group.

In many of the examples the random matrix can be written a linear function $\sum_{\alpha} X_{\alpha} M_{\alpha}^{(n)}$ of i.i.d. random variables $\left\{X_{\alpha}\right\}$ where $M_{\alpha}^{(n)}$,s are deterministic matrices. For example Wigner matrices can be written as $\sum_{i \leq j} X_{i j} M_{i j}^{(n)}$ where $M_{i j}^{(n)}$ is the $n \times n$ matrix with 1 at the $(i, j)$ and $(j, i)$-th position and zero everywhere else.

In Chapter 4, we investigate the case when $M_{\alpha}^{(n)}$ is a projection matrix (or a affine transform of a projection matrix). Recall that a projection matrix $P$ satisfies $P=P^{*}=P^{2}$. The Markov random matrix example in [23] and the result in [43] fall in this category.

Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. real random variables with $\mathbb{E}\left(X_{1}\right)=0$ and $\mathbb{E}\left(X_{1}^{2}\right)=1$. Given $n$, suppose we have $k=k(n)$ many $n \times n$ symmetric matrices $M_{1}^{(n)}, M_{2}^{(n)}, \ldots, M_{k}^{(n)}$. For simplicity, we assume that all $M_{i}^{(n)}$ 's are projection matrices for $i=1,2, \ldots, k$. Now consider the random matrix

$$
A_{n}=\sum_{i=1}^{k} a_{i}^{(n)} X_{i} M_{i}^{(n)}
$$

where $\left\{a_{i}^{(n)}\right\}$ is a sequence of nonnegative real numbers. Let $\Lambda_{n}$ be the spectral measure of $A_{n}$. Clearly $\Lambda_{n}$ is a random measure on $\mathbb{R}$. In Lemma 4.2 .1 we provide simple conditions under which universality holds.

We assume that $\mu_{k}(n):=\operatorname{Tr}\left(M_{i_{1}}^{(n)} M_{i_{2}}^{(n)} \cdots M_{i_{k}}^{(n)}\right)$ depends only on $k, n$ when $i_{1}, i_{2}, \ldots, i_{k}$ 's are distinct integers such that $M_{i_{1}}^{(n)}, M_{i_{2}}^{(n)}, \ldots, M_{i_{k}}^{(n)}$ commute with each other. Our main theorem (Theorem 4.2.4) says that:

Theorem 1.1.7. Assume that

$$
\sum_{i=1}^{k(n)}\left(a_{i}^{(n)}\right)^{2}=1
$$

and

$$
\max _{1 \leq i \leq k(n)}\left|a_{i}^{(n)}\right| \rightarrow 0, \sum_{(i, j) \in E_{n}}\left(a_{i}^{(n)} a_{j}^{(n)}\right)^{2} \rightarrow 0 \text { as } n \rightarrow \infty
$$

where $E_{n}:=\left\{(i, j): M_{i}^{(n)}\right.$ does not commute with $\left.M_{j}^{(n)}\right\}$. Also assume that

$$
\frac{\mu_{1}(n)}{n} \rightarrow \theta \text { and } \frac{\mu_{2}(n)}{n} \rightarrow \theta^{2} \text { as } n \rightarrow \infty
$$

for some real number $\theta \in[0,1]$. Let $\Lambda_{n}$ be the empirical spectral distribution of

$$
A_{n}=\sum_{i=1}^{k(n)} a_{i}^{(n)} Z_{i} M_{i}^{(n)}
$$

where $Z_{i}$ 's are i.i.d. standard Gaussian random variables. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of probability measures on $\mathbb{R}$ ) to a random distribution $\Lambda_{\infty}$ in probability where $\Lambda_{\infty}=\nu_{Z}, Z$ is $N(0,1)$ and $\nu_{z}$ is the distribution $N(\theta z, \theta(1-\theta))$.

In Section 4.2 we describe the main results of Chapter 4. The proof uses moment method and Malliavin calculus. We will provide several examples from representation theory of symmetric groups in Section 4.3 and some generalization in Section 4.4.

In the next section we briefly describe the concept of Stein's method using the example of magnetization in critical Curie-Weiss model.

### 1.2 Stein's method

For two random variables $X$ and $Z$, the most natural and popular way of measuring the distance between them is to consider a class of functions $\mathcal{F}$ and consider the distance

$$
d_{\mathcal{F}}(X, Z)=\sup _{f \in \mathcal{F}}|\mathbb{E}[f(X)-f(Z)]| .
$$

Various choices of family $\mathcal{F}$ lead to different notions of distances between two probability measures. Famous examples of such distances include Total variation distance, Kolmogorov distance, Wasserstein distance and so on.

Stein's revolutionary idea [103] was that instead of bounding the difference for every function $f \in \mathcal{F}$ break the problem into several manageable independent parts and use the properties of $X$ and $Z$ that will imply their closeness in distribution.
(a) The first step is, to construct an operator $T_{0}$ defined on an appropriate function space $\mathcal{H}_{Z}$ that characterizes the distribution of $Z$ in the sense that for some random variable $W, \mathbb{E}\left[T_{0} f(W)\right]=0$ for all $f \in \mathcal{H}_{Z}$ implies $W$ and $Z$ have the same distribution. The operator $T_{0}$ is called the Stein operator. For example, if $Z$ has a standard normal distribution, then

$$
\left(T_{0} f\right)(x)=f^{\prime}(x)-x f(x) \text { for } f \in \mathcal{D}
$$

where $\mathcal{D}=$ set of all locally absolutely continuous functions, is a Stein operator.
(b) Similarly we construct an operator $T$ on some function space $\mathcal{H}_{X}$ such that $\mathbb{E}[T f(X)]=$ 0 for all $f \in \mathcal{H}_{X}$. If we think of $X$ as sample version of $Z$, then $T$ can be viewed as a sample version of $T_{0}$.
(c) Finally, one studies the properties of the pseudo-inverse $U$ of $T_{0}$, if it exists, such that $T_{0} U(f)=f-\mathbb{E} f(Z)$ for all $f \in \mathcal{F}$ and $U(\mathcal{F}) \subseteq \mathcal{H}:=\mathcal{H}_{Z} \cap \mathcal{H}_{X}$.
(d) Now, since

$$
\begin{aligned}
|\mathbb{E}[f(X)-f(Z)]| & =\left|\mathbb{E}\left[T_{0} U f(X)\right]\right| \\
& =\left|\mathbb{E}\left(T_{0}-T\right) U f(X)\right| \leq \sup _{g \in \mathcal{H}}\left|\mathbb{E}\left[\left(T_{0}-T\right) g(X)\right]\right|
\end{aligned}
$$

for $f \in \mathcal{F}$, the job boils down to showing that the operators $T$ and $T_{0}$ are "close" when restricted to the set $\mathcal{H}$. And in most of the cases this is the hardest part to analyze.

Note that if the distribution of $Z$ is the equilibrium distribution of a stationary reversible Markov process with infinitesimal generator $\mathcal{A}$, then $\mathcal{A}$ is a Stein operator for $Z$. So the natural thing to consider is to construct a reversible Markov chain with generator $\mathcal{B}$ and having stationary distribution given by the "sample" $X$ and prove convergence of $\mathcal{B}$ to $\mathcal{A}$ in appropriate sense to prove process convergence. However, proving convergence for the equilibrium distribution is much more simpler than proving convergence for the whole process. The simplicity of Stein's method of exchangeable pair comes from the fact that it uses only one step of the reversible Markov chain (which gives an exchangeable pair) to prove convergence.

In the exchangeable pair approach the "sample" operator $T$ is created using an exchangeable pair. First construct a random variable $X^{\prime}$ such that ( $X, X^{\prime}$ ) is an exchangeable pair. Suppose both $X, X^{\prime}$ takes values in $\mathcal{X}$. Then find an operator $\alpha$ such that for any suitable real valued function $g: \mathcal{X} \rightarrow \mathbb{R}, \alpha g: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is an antisymmetric function (that is, $\left.(\alpha g)\left(x, x^{\prime}\right)=(\alpha g)\left(x^{\prime}, x\right)\right)$. Then, by antisymmetry, the operator

$$
T g(x)=\mathbb{E}\left[(\alpha g)\left(X, X^{\prime}\right) \mid X=x\right]
$$

gives a "sample" characterizing operator and the problem boils down to bounding

$$
\sup _{x}\left|\left(T-T_{0}\right) g(x)\right|
$$

for $g \in U \mathcal{F}$.

There are other variations of Stein's method that exploit the characterizing operator in different ways, for example the zero bias transformation popularized by Goldstein [47, 46], the size bias coupling [7, 8, 48], dependency graph approach of Arratia, Goldstein and Gordon [2, 3], and other ad hoc methods [18, 34], but we shall not discuss those here. For further discussion and exposition on Stein's method of exchangeable pair we refer to the monograph [37].

### 1.2.1 Exact convergence rate in critical Curie-Weiss model

We illustrate the concept using the example of magnetization in critical CurieWeiss model and finding the exact rate of convergence w.r.t. Wasserstein distance. An upper bound for the convergence rate w.r.t. kolmogorov distance is given in [30] (see also [39]).

First we recall the definition of critical Curie-Weiss model from Subsection 1.1.1. The critical Curie-Weiss model of ferromagnetic interaction at zero external field is given by the following gibbs measure on $\{+1,-1\}^{n}$. For a typical configuration $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right) \in$ $\{+1,-1\}^{n}$ the probability of $\boldsymbol{\sigma}$ is given by

$$
\mu_{n}(\boldsymbol{\sigma}):=Z_{n}^{-1} \exp \left(\frac{1}{n} \sum_{i<j} \sigma_{i} \sigma_{j}\right) .
$$

where $Z_{n}$ is the normalizing constant. Define the magnetization as $m(\boldsymbol{\sigma})=\frac{1}{n} \sum_{i=1}^{n} \sigma_{i}$. Consider the random variable $X_{n}=n^{1 / 4} m(\boldsymbol{\sigma})$ where $\boldsymbol{\sigma} \sim \mu_{n}$. It is known that $X_{n}$ converges in distribution to $Z$ as $n \rightarrow \infty$ where $Z$ has density proportional to $\exp \left(-t^{4} / 12\right)$ (see Simon and Griffiths [100]). As stated earlier, in Section 2.3 .1 we will prove a super-Gaussian concentration inequality for $X_{n}$. Here we consider the rate of convergence w.r.t. Wasserstein distance:

$$
d_{\mathcal{W}}\left(X_{n}, Z\right)=\sup _{g: \sup _{x \in \mathbb{R}}\left|g^{\prime}(x)\right| \leq 1}\left|\mathbb{E}\left(g\left(X_{n}\right)-g(Z)\right)\right|
$$

We show that,
Lemma 1.2.1. There exists a constant $a \in(0, \infty)$ such that,

$$
n^{1 / 2} d_{\mathcal{W}}\left(X_{n}, Z\right) \rightarrow a
$$

as $n \rightarrow \infty$.
Proof. Here we have $\mathcal{F}=\{g: \mathbb{R} \rightarrow \mathbb{R} \mid g$ is 1-Lipschitz $\}$. It is easy to check that the operator $T_{0}$ acting on functions in $\mathcal{F}$ by

$$
T_{0} f(x)=f^{\prime}(x)-x^{3} f(x) / 3
$$

is a Stein operator for the distribution of $Z$. Also the operator $U$ defined by

$$
U g(x):=e^{x^{4} / 12} \int_{\infty}^{x}(g(y)-\mathbb{E}(g(Z))) e^{-y^{4} / 12} d x
$$

gives the pseudo-inverse of $T_{0}$ in the sense that $\left(T_{0} U\right) g=g-\mathbb{E}(g(Z))$ for all $g \in \mathcal{F}$. An analytical calculation (or see Lemma 4.1 in [30]) shows that

$$
U \mathcal{F} \subseteq \mathcal{H}:=\left\{f: \mathbb{R} \rightarrow \mathbb{R} \mid f \text { is twice differentiable, } \sup _{x \in \mathbb{R}}\left(\left|f^{\prime}(x)\right|+\left|f^{\prime}(x)\right|+\left|f^{\prime \prime}(x)\right|\right) \leq c\right\}
$$

for a constant $c<\infty$.
Now we construct the sample operator $T_{n}$ using exchangeable pair. Let $\sigma^{\prime}$ be obtained from $\boldsymbol{\sigma}$ by one step of the heat-bath Glauber dynamics: A coordinate $I$ is chosen uniformly at random from $\{1,2, \ldots, n\}$, and $\sigma_{I}$ is replace by $\sigma_{I}^{\prime}$ drawn from the conditional distribution of the $I$-th coordinate given $\left\{\sigma_{j}: j \neq I\right\}$. An easy computation gives that $\mathbb{E}\left(\sigma_{i} \mid\left\{\sigma_{j}, j \neq i\right\}\right)=\tanh \left(m_{i}\right)$ where $m_{i}=m_{i}(\boldsymbol{\sigma})=n^{-1} \sum_{j \neq i} \sigma_{j}$ for all $i=1,2, \ldots, n$. Now define $X_{n}^{\prime}=n^{1 / 4} m\left(\boldsymbol{\sigma}^{\prime}\right)$. Clearly $\left(X_{n}, X_{n}^{\prime}\right)$ is an exchangeable pair and we have $X_{n}^{\prime}-X_{n}=$ $n^{-3 / 4}\left(\sigma_{I}^{\prime}-\sigma_{I}\right)$ where $I$ is uniform over $\{1,2, \ldots, n\}$.

Given a function $f \in \mathcal{H}$, define the function $F: \mathbb{R} \rightarrow \mathbb{R}$ by

$$
F(x)=\int_{0}^{x} f(y) d y \text { for } x \in \mathbb{R}
$$

so that $F^{\prime}=f$. Note that $f$ is twice-differentiable. We define

$$
T_{n} f(x):=n^{3 / 2} \mathbb{E}\left[F\left(X_{n}^{\prime}\right)-F\left(X_{n}\right) \mid X_{n}=x\right] .
$$

By Taylor approximation (and the fact that $\left|X_{n}-X_{n}^{\prime}\right| \leq 2 n^{-3 / 4}$ a.s.) we have

$$
\begin{align*}
& T_{n} f(x) \\
& =n^{3 / 2} f(x) \mathbb{E}\left(X_{n}^{\prime}-X_{n} \mid X_{n}=x\right)+\frac{n^{3 / 2} f^{\prime}(x)}{2} \mathbb{E}\left(\left(X_{n}^{\prime}-X_{n}\right)^{2} \mid X_{n}=x\right)+R \tag{1.2}
\end{align*}
$$

where $|R| \leq n^{3 / 2} / 6 \times\left(2 n^{-3 / 4}\right)^{3} \sup _{x \in \mathbb{R}}\left|f^{\prime \prime}(x)\right| \leq C n^{-3 / 4}$ for some constant $C$. After explicit calculation and substituting the conditional means we have

$$
\begin{equation*}
n^{3 / 2} \mathbb{E}\left[X_{n}^{\prime}-X_{n} \mid X_{n}\right]=n^{3 / 4} \mathbb{E}\left[\left.\frac{1}{n} \sum_{i=1}^{n} \tanh \left(m_{i}(\boldsymbol{\sigma})\right)-m(\boldsymbol{\sigma}) \right\rvert\, m(\boldsymbol{\sigma})\right] \tag{1.3}
\end{equation*}
$$

We now expand the hyperbolic tangent function upto degree 7 using Taylor series to obtain

$$
\begin{aligned}
\tanh \left(m_{i}\right) & =m_{i}-\frac{1}{3} m_{i}^{3}+\frac{2}{15} m_{i}^{5}+\mathcal{O}\left(\left|m_{i}\right|^{7}\right) \\
& =m-\frac{1}{3} m^{3}+\frac{2}{15} m^{5}-\frac{\sigma_{i}}{n}\left(1-m^{2}+\frac{2}{3} m^{3}\right)+\varepsilon_{i}
\end{aligned}
$$

where $\mathbb{E}\left|\varepsilon_{i}\right| \leq C n^{-9 / 4}$ for all $i=1,2, \ldots, n$ and $C$ is a universal constant. Substituting in (1.3) it follows that

$$
\begin{aligned}
n^{3 / 2} \mathbb{E}\left[X_{n}^{\prime}-X_{n} \mid X_{n}\right] & =n^{3 / 4}\left[-\frac{1}{3} m^{3}+\frac{2}{15} m^{5}-\frac{1}{n}\left(m-m^{3}+\frac{2}{3} m^{4}\right)\right]+n^{-1 / 4} \sum_{i=1}^{n} \varepsilon_{i} \\
& =-\frac{1}{3} X_{n}^{3}-\frac{1}{\sqrt{n}}\left(X_{n}-\frac{2}{15} X_{n}^{5}\right)+R_{1}
\end{aligned}
$$

where $\mathbb{E}\left|R_{1}\right| \leq C n^{-1}$. Similarly we have

$$
\begin{aligned}
\frac{1}{2} n^{3 / 2} \mathbb{E}\left[\left(X_{n}^{\prime}-X_{n}\right)^{2} \mid X_{n}\right] & =\mathbb{E}\left[1-\sigma_{I} \sigma_{I}^{\prime} \mid X_{n}\right] \\
& =1-\frac{1}{n} \sum_{i=1}^{n} \sigma_{i} \tanh \left(m_{i}(\boldsymbol{\sigma})\right)=1-\frac{X_{n}^{2}}{\sqrt{n}}-R_{2}
\end{aligned}
$$

where $\mathbb{E}\left|R_{2}\right| \leq C n^{-1}$. Substituting in equation (1.2) we finally have

$$
T_{n} f(x)=f^{\prime}(x)\left(1-\frac{x^{2}}{\sqrt{n}}\right)-f(x)\left(\frac{1}{3} x^{3}+\frac{1}{\sqrt{n}}\left(x-\frac{2}{15} x^{5}\right)\right)+R^{\prime}
$$

where $\left|R^{\prime}\right| \leq C n^{-3 / 4}$ for some constant $C<\infty$. Now claerly

$$
\sqrt{n} \mathbb{E}\left(T_{n} f\left(X_{n}\right)-T_{0} f\left(X_{n}\right)\right)=-\mathbb{E}\left(X_{n}^{2} f^{\prime}\left(X_{n}\right)+\left(X_{n}-\frac{2}{15} X_{n}^{5}\right) f\left(X_{n}\right)\right)+R^{\prime \prime}
$$

where $\left|R^{\prime \prime}\right| \leq C n^{-1 / 4}$. It thus follows that

$$
d_{\mathcal{W}}\left(X_{n}, Z\right) \leq c n^{-1 / 2}
$$

for some constant $c$. Now note that

$$
\begin{aligned}
& \mathbb{E}\left[X_{n}^{2} f^{\prime}\left(X_{n}\right)+\left(X_{n}-\frac{2}{15} X_{n}^{5}\right) f\left(X_{n}\right)\right] \\
& \longrightarrow \mathbb{E}\left(Z^{2} f^{\prime}(Z)+Z\left(1-\frac{2}{15} Z^{4}\right) f(Z)\right)=\frac{1}{5} \mathbb{E}\left[Z\left(Z^{4}-5\right) f(Z)\right]
\end{aligned}
$$

as $n \rightarrow \infty$ by uniform integrability. Here we used the fact that $\mathbb{E}\left[f^{\prime}(Z)\right]=\frac{1}{3} \mathbb{E}\left[Z^{3} f(Z)\right]$ for all $f$, specially for $x^{2} f(x)$. Define the function

$$
f(x):=\frac{c x}{1+x^{4}}, x \in \mathbb{R}
$$

and $g(x):=f^{\prime}(x)-\frac{x^{3}}{3} f(x)$ where $c>0$ is some constant to be specified later. It is easy to check that $g$ is 1 -Lipschitz for appropriate choice of $c$. Now

$$
\mathbb{E}\left[Z\left(Z^{4}-5\right) f(Z)\right]=\mathbb{E} \frac{c Z^{2}\left(Z^{4}-5\right)}{1+Z^{4}} \neq 0
$$

Hence $d_{\mathcal{W}}\left(X_{n}, Z\right)=\Theta\left(n^{-1 / 2}\right)$. Moreover we have

$$
\lim _{n \rightarrow \infty} n^{1 / 2} d_{\mathcal{W}}\left(X_{n}, Z\right)=\frac{1}{5} \sup _{\substack{f: f=U g \\ g 1 \text {-Lipschitz }}}\left|\mathbb{E}\left[Z\left(Z^{4}-5\right) f(Z)\right]\right| .
$$

## Chapter 2

## Concentration inequalities using exchangeable pairs

### 2.1 Introduction

Stein's method was introduced by Charles Stein in the early seventies to prove central limit theorem for dependent random variables and more importantly to find explicit estimates for the accuracy of the approximation. The technique is primarily used for proving distributional limit theorems (both Gaussian and non-Gaussian). Stein's attempts [104] at devising a version of the method for large deviations did not prove fruitful. Some progress for sums of dependent random variables was made by Raič [93]. The problem was finally solved in full generality in [24]. A selection of results and examples from [24] appeared in the later papers [28, 27]. In this chapter we extend the theory and work out some further examples.

The sections are organized as follows. In Section 2.2 we state the main results. In Section 2.3 we state the examples and some proof sketches. The complete proofs are in Section 2.4.

### 2.2 Results

The following abstract theorem is quoted from [28]. It summarizes a collection of results from [24]. This is a generalization of Stein's method of exchangeable pairs to the realm of concentration inequalities and large deviations.

Theorem 2.2.1 ([28], Theorem 1.5). Let $\mathcal{X}$ be a separable metric space and suppose $\left(X, X^{\prime}\right)$ is an exchangeable pair of $\mathcal{X}$-valued random variables. Suppose $f: \mathcal{X} \rightarrow \mathbb{R}$ and $F: \mathcal{X} \times \mathcal{X} \rightarrow$ $\mathbb{R}$ are square-integrable functions such that $F$ is antisymmetric (i.e. $F\left(X, X^{\prime}\right)=-F\left(X^{\prime}, X\right)$ a.s. $)$, and $\mathbb{E}\left(F\left(X, X^{\prime}\right) \mid X\right)=f(X)$ a.s. Let

$$
\Delta(X):=\frac{1}{2} \mathbb{E}\left(\left|\left(f(X)-f\left(X^{\prime}\right)\right) F\left(X, X^{\prime}\right)\right| \mid X\right)
$$

Then $\mathbb{E}(f(X))=0$, and the following concentration results hold for $f(X)$ :
(i) If $\mathbb{E}(\Delta(X))<\infty$, then $\operatorname{Var}(f(X))=\frac{1}{2} \mathbb{E}\left(\left(f(X)-f\left(X^{\prime}\right)\right) F\left(X, X^{\prime}\right)\right)$.
(ii) Assume that $\mathbb{E}\left(e^{\theta f(X)}\left|F\left(X, X^{\prime}\right)\right|\right)<\infty$ for all $\theta$. If there exists nonnegative constants $B$ and $C$ such that $\Delta(X) \leq B f(X)+C$ almost surely, then for any $t \geq 0$,

$$
\mathbb{P}\{f(X) \geq t\} \leq \exp \left(-\frac{t^{2}}{2 C+2 B t}\right) \text { and } \mathbb{P}\{f(X) \leq-t\} \leq \exp \left(-\frac{t^{2}}{2 C}\right)
$$

(iii) For any positive integer $k$, we have the following exchangeable pairs version of the Burkholder-Davis-Gundy inequality:

$$
\mathbb{E}\left(f(X)^{2 k}\right) \leq(2 k-1)^{k} \mathbb{E}\left(\Delta(X)^{k}\right)
$$

Note that the finiteness of the exponential moment for all $\theta$ ensures that the tail bounds hold for all $t$. If it is finite only in a neighborhood of zero, the tail bounds will hold for $t$ less than a threshold.

One of the contributions of the present thesis is the following generalization of the above result for non-Gaussian tail behavior. We apply it to obtain a concentration inequality with the correct tail behavior in the Curie-Weiss model at criticality.

Theorem 2.2.2. Suppose $\left(X, X^{\prime}\right)$ is an exchangeable pair of random variables. Let $F\left(X, X^{\prime}\right)$, $f(X)$ and $\Delta(X)$ be as in Theorem 2.2.1. Suppose that we have

$$
\Delta(X) \leq \psi(f(X)) \text { almost surely }
$$

for some nonnegative symmetric function $\psi$ on $\mathbb{R}$. Assume that $\psi$ is nondecreasing and twice continuously differentiable in $(0, \infty)$ with

$$
\begin{align*}
\alpha: & =\sup _{x>0} x \psi^{\prime}(x) / \psi(x)<2  \tag{2.1}\\
\text { and } \delta & :=\sup _{x>0} x \psi^{\prime \prime}(x) / \psi(x)<\infty . \tag{2.2}
\end{align*}
$$

Assume that $\mathbb{E}\left(|f(X)|^{k}\right)<\infty$ for all positive integer $k \geq 1$. Then for any $t \geq 0$ we have

$$
\mathbb{P}(|f(X)|>t) \leq c \exp \left(-\frac{t^{2}}{2 \psi(t)}\right)
$$

for some constant $c$ depending only on $\alpha, \delta$. Moreover, if $\psi$ is only once differentiable with $\alpha<2$ as in (2.1), then the tail inequality holds with exponent $t^{2} / 4 \psi(t)$.

An immediate corollary of Theorem 2.2.2 is the following.
Corollary 2.2.3. Suppose $\left(X, X^{\prime}\right)$ is an exchangeable pair of random variables. Let $F\left(X, X^{\prime}\right)$, $f(X)$ and $\Delta(X)$ be as in Theorem 2.2.1. Suppose that for some real number $\alpha \in(0,2)$ we have

$$
\Delta(X) \leq B|f(X)|^{\alpha}+C \text { almost surely }
$$

where $B>0, C \geq 0$ are constants. Assume that $\mathbb{E}\left(|f(X)|^{k}\right)<\infty$ for all positive integer $k \geq 1$. Then for any $t \geq 0$ we have

$$
\mathbb{P}(|f(X)|>t) \leq c_{\alpha} \exp \left(-\frac{1}{2} \cdot \frac{t^{2}}{B t^{\alpha}+C}\right)
$$

for some constant $c_{\alpha}$ depending only on $\alpha$.
The result in Theorem 2.2.2 states that the tail behavior of $f(X)$ is essentially given by the behavior of $f(X)^{2} / \Delta(X)$. Condition (2.1) implies that $\psi(x)<\psi(1)\left(1+x^{2}\right)$ for all $x \in \mathbb{R}$. Moreover, the constant $c_{\alpha}$ appearing in Theorem 2.2.2 can be written down explicitly but we did not attempt to optimize the constant. The proof of Theorem 2.2.2 is along the same lines as Theorem 2.2.1, but somewhat more involved. Deferring the proof to Section 2.4, let us move on to examples.

### 2.3 Examples

### 2.3.1 Curie-Weiss model at criticality

The 'Curie-Weiss model of ferromagnetic interaction' at inverse temperature $\beta$ and zero external field is given by the following Gibbs measure on $\{+1,-1\}^{n}$. For a typical configuration $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right) \in\{+1,-1\}^{n}$ the probability of $\boldsymbol{\sigma}$ is given by

$$
\mu_{\beta}(\{\boldsymbol{\sigma}\}):=Z_{\beta}^{-1} \exp \left(\frac{\beta}{n} \sum_{i<j} \sigma_{i} \sigma_{j}\right)
$$

where $Z_{\beta}=Z_{\beta}(n)$ is the normalizing constant. It is well known that the Curie-Weiss model shows a phase transition at $\beta_{c}=1$. For $\beta<\beta_{c}$ the magnetization $m(\boldsymbol{\sigma}):=\frac{1}{n} \sum_{i=1}^{n} \sigma_{i}$ is concentrated at 0 but for $\beta>\beta_{c}$ the magnetization is concentrated on the set $\left\{-x^{*}, x^{*}\right\}$ where $x^{*}>0$ is the largest solution of the equation $x=\tanh (\beta x)$. In fact using concentration inequalities for exchangeable pairs it was proved in [24] (Proposition 1.3) that for all $\beta \geq 0, h \in \mathbb{R}, n \geq 1, t \geq 0$ we have

$$
\mathbb{P}\left(|m-\tanh (\beta m+h)| \geq \frac{\beta}{n}+\frac{t}{\sqrt{n}}\right) \leq 2 \exp \left(-\frac{t^{2}}{4(1+\beta)}\right)
$$

where $h$ is the external field, which is zero in our case. Although a lot is known about this model (see Ellis [40] Section IV. 4 for a survey), the above result - to the best of our knowledge - is the first rigorously proven concentration inequality that holds at all temperatures. (See also [33] for some related results.)

Incidentally, the above result shows that when $\beta<1$, the magnetization is at most of order $n^{-1 / 2}$. It is known that at the critical temperature the magnetization $m(\boldsymbol{\sigma})$ shows a non Gaussian behavior and is of order $n^{-1 / 4}$. In fact, at $\beta=1$ as $n \rightarrow \infty$, $n^{1 / 4} m(\boldsymbol{\sigma})$ converges to the probability distribution on $\mathbb{R}$ having density proportional to $\exp \left(-t^{4} / 12\right)$. This limit theorem was first proved by Simon and Griffiths [100] and error bounds were obtained recently [30, 39]. The following concentration inequality, derived using Theorem 2.2.2, fills the gap in the tail bound at the critical point.

Proposition 2.3.1. Suppose $\boldsymbol{\sigma}$ is drawn from the Curie-Weiss model at the critical temperature $\beta=1$. Then, for any $n \geq 1$ and $t \geq 0$ the magnetization satisfies

$$
\mathbb{P}\left(n^{1 / 4}|m(\boldsymbol{\sigma})| \geq t\right) \leq 2 e^{-c t^{4}}
$$

where $c>0$ is an absolute constant.
Here we may remark that such a concentration inequality probably cannot be obtained by application of standard off-the-shelf results (e.g. those surveyed in Ledoux [75], the famous results of Talagrand [106] or the recent breakthroughs of Boucheron, Lugosi and Massart [22]), because they generally give Gaussian or exponential tail bounds. There are several recent remarkable results giving tail bounds different from exponential and Gaussian. The papers [74, 45, 33] deal with tails between exponential and Gaussian and [9, 15] deal with sub-exponential tails. Also in [14, 49, 50] the authors deal with tails (possibly) larger than Gaussian. However, it seems that none of the techniques given in these references would lead to the result of Proposition 2.3.1.

It is possible to derive a similar tail bound using the asymptotic results of MartinLöf [79] about the partition function $Z_{\beta}(n)$ (see also Bolthausen [19]). An application of their results gives that

$$
\sum_{\boldsymbol{\sigma} \in\{-1,+1\}^{n}} e^{\frac{n}{2} m(\boldsymbol{\sigma})^{2}+n \theta m(\boldsymbol{\sigma})^{4}} \simeq \frac{2^{n+1} \Gamma(5 / 4)}{\sqrt{2 \pi}}\left(\frac{12 n}{1-12 \theta}\right)^{1 / 4}
$$

for $\theta<1 / 12$ in the sense that the ratio of the two sides converges to one as $n$ goes to infinity and from here the tail bound follows easily (without an explicit constant). However this approach depends on a precise estimate of the partition function (for example, large deviation estimates or finding the limiting free energy $\lim n^{-1} \log Z_{\beta}(n)$ are not enough) and this precise estimate is hard to prove. Our method, on the other hand, depends only on simple properties of the Gibbs measure and is not tied specifically to the Curie-Weiss model.

The idea used in the proof of Proposition 2.3.1 can be used to prove a tail inequality that holds for all $0 \leq \beta \leq 1$. We state the result below without proof. Note that the inequality gives the correct tail bound for all $0 \leq \beta \leq 1$.
Proposition 2.3.2. Suppose $\boldsymbol{\sigma}$ is drawn from the Curie-Weiss model at inverse temperature $\beta$ where $0 \leq \beta \leq 1$. Then, for any $n \geq 1$ and $t \geq 0$ the magnetization satisfies

$$
\mathbb{P}\left(3(1-\beta) m(\boldsymbol{\sigma})^{2}+\beta^{3} m(\boldsymbol{\sigma})^{4} \geq t\right) \leq 2 e^{-n t / 160}
$$

It is possible to derive similar non-Gaussian tail inequalities for general CurieWeiss models at the critical temperature. We briefly discuss the general case below. Let $\rho$ be a symmetric probability measure on $\mathbb{R}$ with $\int x^{2} d \rho(x)=1$ and $\int \exp \left(\beta x^{2} / 2\right) d \rho(x)<\infty$ for all $\beta \geq 0$. The general Curie-Weiss model $\operatorname{CW}(\rho)$ at inverse temperature $\beta$ is defined as the array of spin random variables $\mathbf{X}=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ with joint distribution

$$
\begin{equation*}
d \nu_{n}(\mathbf{x})=Z_{n}^{-1} \exp \left(\frac{\beta}{2 n}\left(x_{1}+x_{2}+\cdots+x_{n}\right)^{2}\right) \prod_{i=1}^{n} d \rho\left(x_{i}\right) \tag{2.3}
\end{equation*}
$$

for $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ where

$$
Z_{n}=\int \exp \left(\frac{\beta}{2 n}\left(x_{1}+x_{2}+\cdots+x_{n}\right)^{2}\right) \prod_{i=1}^{n} d \rho\left(x_{i}\right)
$$

is the normalizing constant. The magnetization $m(\mathbf{x})$ is defined as usual by $m(\mathbf{x})=$ $n^{-1} \sum_{i=1}^{n} x_{i}$. Here we will consider the case when $\rho$ satisfies the following two conditions:
(A) $\rho$ has compact support, that is, $\rho([-L, L])=1$ for some $L<\infty$.
(B) The equation $h^{\prime}(s)=0$ has a unique root at $s=0$ where

$$
h(s):=\frac{s^{2}}{2}-\log \int \exp (s x) d \rho(x) \text { for } s \in \mathbb{R} .
$$

The second condition says that $h(\cdot)$ has a unique global minima at $s=0$ and $\left|h^{\prime}(s)\right|>0$ for $|s|>0$. The behavior of this model is quite similar to the classical Curie-Weiss model and there is a phase transition at $\beta=1$. For $\beta<1, m(\mathbf{X})$ is concentrated around zero while for $\beta>1, m(\mathbf{X})$ is bounded away from zero a.s. (see Ellis and Newman [42, 41]). We will prove the following concentration result.

Proposition 2.3.3. Suppose $\mathbf{X} \sim \nu_{n}$ at the critical temperature $\beta=1$ where $\rho$ satisfies condition (A) and (B). Let $k$ be such that $h^{(i)}(0)=0$ for $0 \leq i<2 k$ and $h^{(2 k)}(0) \neq 0$, where

$$
h(s):=\frac{s^{2}}{2}-\log \int \exp (s x) d \rho(x) \text { for } s \in \mathbb{R}
$$

and $h^{(i)}$ is the $i$-th derivative of $h$. Then, $k>1$ and for any $n \geq 1$ and $t \geq 0$ the magnetization satisfies

$$
\mathbb{P}\left(n^{1 / 2 k}|m(\mathbf{X})| \geq t\right) \leq 2 e^{-c t^{2 k}}
$$

where $c>0$ is an absolute constant depending only on $\rho$.
Here we mention that in Ellis and Newman [42], convergence results were proved for the magnetization in $\mathrm{CW}(\rho)$ model under optimal condition on $\rho$. Under our assumption their result says that $n^{1 / 2 k} m(\mathbf{X})$ converges weakly to a distribution having density proportional to $\exp \left(-\lambda x^{2 k} /(2 k)!\right)$ where $\lambda:=h^{(2 k)}(0)$. Hence the tail bound gives the correct convergence rate.

Let us now give a brief sketch of the proof of Proposition 2.3.1. Suppose $\boldsymbol{\sigma}$ is drawn from the Curie-Weiss model at the critical temperature. We construct $\boldsymbol{\sigma}^{\prime}$ by taking one step in the heat-bath Glauber dynamics: A coordinate $I$ is chosen uniformly at random, and $\sigma_{I}$ is replace by $\sigma_{I}^{\prime}$ drawn from the conditional distribution of the $I$-th coordinate given $\left\{\sigma_{j}: j \neq I\right\}$. Let

$$
F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right):=\sum_{i=1}^{n}\left(\sigma_{i}-\sigma_{i}^{\prime}\right)=\sigma_{I}-\sigma_{I}^{\prime}
$$

For each $i=1,2, \ldots, n$, define $m_{i}=m_{i}(\boldsymbol{\sigma})=n^{-1} \sum_{j \neq i} \sigma_{j}$. An easy computation gives that $\mathbb{E}\left(\sigma_{i} \mid\left\{\sigma_{j}, j \neq i\right\}\right)=\tanh \left(m_{i}\right)$ for all $i$ and so we have

$$
f(\boldsymbol{\sigma}):=\mathbb{E}\left(F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right) \mid \boldsymbol{\sigma}\right)=m-\frac{1}{n} \sum_{i=1}^{n} \tanh \left(m_{i}\right)=\frac{m}{n}+\frac{1}{n} \sum_{i=1}^{n} g\left(m_{i}\right)
$$

where $g(x):=x-\tanh (x)$. Note that $\left|m_{i}-m\right| \leq 1 / n$, and hence $f(\boldsymbol{\sigma})=m-\tanh m+$ $O(1 / n)$. A simple analytical argument using the fact that, for $x \approx 0, x-\tanh x=x^{3} / 3+$ $O\left(x^{5}\right)$ then gives

$$
\Delta(\boldsymbol{\sigma}) \leq \frac{6}{n}|f(\boldsymbol{\sigma})|^{2 / 3}+\frac{12}{n^{5 / 3}}
$$

and using Corollary 2.2.3 with $\alpha=2 / 3, B=6 / n$ and $C=12 / n^{5 / 3}$ we have

$$
\mathbb{P}\left(|m-\tanh m| \geq t+n^{-1}\right) \leq \mathbb{P}(|f(\boldsymbol{\sigma})| \geq t) \leq 2 e^{-c n t^{4 / 3}}
$$

for all $t \geq 0$ for some constant $c>0$. It is easy to see that this implies the result. The critical observation, of course, is that $x-\tanh (\beta x)=O\left(x^{3}\right)$ for $\beta=1$, which is not true for $\beta \neq 1$.

### 2.3.2 Triangles in Erdős-Rényi graphs

Consider the Erdős-Rényi random graph model $G(n, p)$ which is defined as follows. The vertex set is $[n]:=\{1,2, \ldots, n\}$ and each edge $(i, j), 1 \leq i<j \leq n$ is present with probability $p$ and not present with probability $1-p$ independently of each other. For any three distinct vertex $i<j<k$ in $[n]$ we say that the triple $(i, j, k)$ forms a triangle in the graph $G(n, p)$ if all the three edges $(i, j),(j, k),(i, k)$ are present in $G(n, p)$ (see figure 2.1). Let $T_{n}$ be the number of triangles in $G(n, p)$, that is

$$
T_{n}:=\sum_{1 \leq i<j<k \leq n} \mathbf{1}\{(i, j, k) \text { forms a triangle in } G(n, p)\} .
$$



Figure 2.1: A graph with 3 triangles: $(1,2,3),(1,3,4)$ and $(1,3,6)$.
Let us define the function $I(\cdot, \cdot)$ on $(0,1) \times(0,1)$ as

$$
\begin{equation*}
I(r, s):=r \log \frac{r}{s}+(1-r) \log \frac{1-r}{1-s} . \tag{2.4}
\end{equation*}
$$

Note that $I(r, s)$ is the Kullback-Leibler divergence of the measure $\nu_{s}$ from $\nu_{r}$ and also the relative entropy of $\nu_{r}$ w.r.t. $\nu_{s}$ where $\nu_{p}$ is the $\operatorname{Bernoulli}(p)$ measure. We have the following result about the large deviation rate function for the number of triangles in $G(n, p)$.

Theorem 2.3.4. Let $T_{n}$ be the number of triangles in $G(n, p)$, where $p>p_{0}$ where $p_{0}=$ $2 /\left(2+e^{3 / 2}\right) \approx 0.31$. Then for any $r \in(p, 1]$,

$$
\begin{equation*}
\mathbb{P}\left(T_{n} \geq\binom{ n}{3} r^{3}\right)=\exp \left(-\frac{n^{2} I(r, p)}{2}\left(1+O\left(n^{-1 / 2}\right)\right)\right) \tag{2.5}
\end{equation*}
$$

Moreover, even if $p \leq p_{0}$, there exist $p^{\prime}, p^{\prime \prime}$ such that $p<p^{\prime} \leq p^{\prime \prime}<1$ and the same result holds for all $r \in\left(p, p^{\prime}\right) \cup\left(p^{\prime \prime}, 1\right]$. For all $p$ and $r$ in the above domains, we also have the more precise estimate

$$
\begin{equation*}
\mathbb{P}\left(\left|T_{n}-\binom{n}{3} r^{3}\right| \leq C(p, r) n^{5 / 2}\right)=\exp \left(-\frac{n^{2} I(r, p)}{2}\left(1+O\left(n^{-1 / 2}\right)\right)\right), \tag{2.6}
\end{equation*}
$$

where $C(p, r)$ is a constant depending on $p$ and $r$.


Figure 2.2: The set of $(p, r), r \geq p$ for which our large deviation result holds.
The behavior of the upper tail of subgraph counts in $G(n, p)$ is a problem of great interest in the theory of random graphs (see [17, 60, 62, 110, 70], and references contained therein). The best upper bounds to date were obtained by Kim and Vu [70] (triangles) and Janson, Oleszkiewicz, and Ruciński [61] (general subgraph counts). For triangles, the results of these papers essentially state that for a fixed $\epsilon>0$,

$$
\exp \left(-\Theta\left(n^{2} p^{2} \log (1 / p)\right)\right) \leq \mathbb{P}\left(T_{n} \geq \mathbb{E}\left(T_{n}\right)+\epsilon n^{3} p^{3}\right) \leq \exp \left(-\Theta\left(n^{2} p^{2}\right)\right)
$$

In a very recent development Chatterjee [29] proved that in the case of triangles, in fact, for any fixed $\epsilon>0$,

$$
\mathbb{P}\left(T_{n} \geq \mathbb{E}\left(T_{n}\right)+\epsilon n^{3} p^{3}\right)=\exp \left(-\Theta\left(n^{2} p^{2} \log (1 / p)\right)\right)
$$

Clearly, our result gives a lot more in the situations where it works (see Figure 2.2). The method of proof can be easily extended to prove similar results for general subgraph counts and are discussed in Subsection 2.3.3. However, there is an obvious incompleteness in Theorem 2.3.4 (and also for general subgraphs counts), namely, that it does not work for all $(p, r)$.

In this context, we should mention that another paper on large deviations for subgraph counts by Bolthausen, Comets and Dembo [20] is in preparation. As of now, to the best of our knowledge, the authors of [20] have only looked at subgraphs that do not complete loops, like 2-stars. Another related article is the one by Döring and Eichelsbacher [38], who obtain moderate deviations for a class of graph-related objects, including triangles. Very recently using Szemerédi regularity lemma, Chatterjee and Varadhan [31] obtained the large deviation rate function in the full regime in an article in preparation.

Unlike the previous two examples, Theorem 2.3.4 is far from being a direct consequence of any of our abstract results. Therefore, let us give a sketch of the proof, which involves a new idea.

The first step is standard: consider tilted measures. However, the appropriate tilted measure in this case leads to what is known as an 'exponential random graph', a little studied object in the rigorous literature. Exponential random graphs have become popular in the statistical physics and network communities in recent years (see the survey of Park and Newman [90]). The only rigorous work we are aware of is the recent paper of Bhamidi et. al. [12], who look at convergence rates of Markov chains that generate such graphs.

We will not go into the general definition or properties of exponential random graphs. Let us only define the model we need for our purpose.

Fix two numbers $\beta \geq 0$ and $h \in \mathbb{R}$. Let $\Omega=\{0,1\}\binom{n}{2}$ be the space of all tuples like $\mathbf{x}=\left(x_{i j}\right)_{1 \leq i<j \leq n}$, where $x_{i j} \in\{0,1\}$ for each $i, j$. Let $\mathbf{X}=\left(X_{i j}\right)_{1 \leq i<j \leq n}$ be a random element of $\Omega$ following the probability measure proportional to $e^{H(\mathbf{x})}$, where $H$ is the Hamiltonian

$$
H(\mathbf{x})=\frac{\beta}{n} \sum_{1 \leq i<j<k \leq n} x_{i j} x_{j k} x_{i k}+h \sum_{1 \leq i<j \leq n} x_{i j} .
$$

Note that any element of $\Omega$ naturally defines an undirected graph on a set of $n$ vertices. For each $\mathbf{x} \in \Omega$, let $T(\mathbf{x})=\sum_{i<j<k} x_{i j} x_{j k} x_{i k}$ denote the number of triangles in the graph defined by $\mathbf{x}$, and let $E(\mathbf{x})=\sum_{i<j} x_{i j}$ denote the number of edges. Then the above Hamiltonian is nothing but

$$
\frac{\beta T(\mathbf{x})}{n}+h E(\mathbf{x}) .
$$

For notational convenience we will assume that $x_{i j}=x_{j i}$. Let $Z_{n}(\beta, h)$ be the corresponding partition function, that is

$$
Z_{n}(\beta, h)=\sum_{\mathbf{x} \in \Omega} e^{H(\mathbf{x})}
$$

Note that $\beta=0$ corresponds to the Erdős-Rényi random graph with $p=e^{h} /\left(1+e^{h}\right)$. The following theorem 'solves' this model in a 'high temperature region'. Once this solution is known, the computation of the large deviation rate function is just one step away.

Theorem 2.3.5 (Free energy in high temperature regime). Suppose we have $\beta \geq 0, h \in \mathbb{R}$, and $Z_{n}(\beta, h)$ defined as above. Define a function $\varphi:[0,1] \rightarrow \mathbb{R}$ as

$$
\varphi(x)=\frac{e^{\beta x+h}}{1+e^{\beta x+h}}
$$

Suppose $\beta$ and $h$ are such that the equation $u=\varphi(u)^{2}$ has a unique solution $u^{*}$ in $[0,1]$ and $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)<1$. Then

$$
\lim _{n \rightarrow \infty} \frac{\log Z_{n}(\beta, h)}{n^{2}}=-\frac{1}{2} I\left(\varphi\left(u^{*}\right), \varphi(0)\right)-\frac{1}{2} \log (1-\varphi(0))+\frac{\beta \varphi\left(u^{*}\right)^{3}}{6}
$$

where $I(\cdot, \cdot)$ is the function defined in (2.4). Moreover, there exists a constant $K(\beta, h)$ that depends only on $\beta$ and $h$ (and not on n) such that difference between the limit and $n^{-2} \log Z_{n}(\beta, h)$ is bounded by $K(\beta, h) n^{-1 / 2}$ for all $n$.

Incidentally, the above solution was obtained using physical heuristics by Park and Newman [91] in 2005. Here we mention that, in fact, the following result is always true.
Lemma 2.3.6. For any $\beta \geq 0, h \in \mathbb{R}$ we have

$$
\begin{gather*}
\liminf _{n \rightarrow \infty} \frac{\log Z_{n}(\beta, h)}{n^{2}} \geq \sup _{r \in(0,1)}\left\{-\frac{1}{2} I(r, \varphi(0))-\frac{1}{2} \log (1-\varphi(0))+\frac{\beta r^{3}}{6}\right\}  \tag{2.7}\\
=\sup _{u: \varphi(u)^{2}=u}\left\{-\frac{1}{2} I(\varphi(u), \varphi(0))-\frac{1}{2} \log (1-\varphi(0))+\frac{\beta \varphi(u)^{3}}{6}\right\} .
\end{gather*}
$$

We will characterize the set of $\beta, h$ for which the conditions in Theorem 2.3.5 hold in Lemma 2.3.9. First of all, note that the appearance of the function $\varphi(u)^{2}-u$ is not magical. For each $i<j$, define

$$
L_{i j}=\frac{1}{n} \sum_{k \notin\{i, j\}} X_{i k} X_{j k}
$$

This is the number of 'wedges' or 2-stars in the graph that have the edge $i j$ as base. The key idea is to use Theorem 2.2 .1 to show that these quantities approximately satisfy the following set of 'mean field equations':

$$
\begin{equation*}
L_{i j} \simeq \frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right) \text { for all } i<j \tag{2.8}
\end{equation*}
$$

(The idea of using Theorem 2.2.1 to prove mean field equations was initially developed in Section 3.4 of [24].) The following lemma makes this notion precise. Later, we will show that under the conditions of Theorem 2.3.5, this system has a unique solution.
Lemma 2.3.7 (Mean field equations). Let $\varphi$ be defined as in Theorem 2.3.5. Then for any $1 \leq i<j \leq n$, we have

$$
\mathbb{P}\left(\sqrt{n}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{8(1+\beta)}\right)
$$

for all $t \geq 8 \beta / n$. In particular we have

$$
\begin{equation*}
\mathbb{E}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| \leq \frac{C(1+\beta)^{1 / 2}}{n^{1 / 2}} \tag{2.9}
\end{equation*}
$$

where $C$ is a universal constant.
In fact, one would expect that $L_{i j} \simeq u^{*}$ for all $i<j$, if the equation

$$
\begin{equation*}
\psi(u):=\varphi(u)^{2}-u=0 \tag{2.10}
\end{equation*}
$$

has a unique solution $u^{*}$ in $[0,1]$. The intuition behind is as follows. Define $L_{\max }=$ $\max _{i, j} L_{i j}$ and $L_{\text {min }}=\min _{i, j} L_{i j}$. It is easy to see that $\varphi$ is an increasing function. Hence from the mean-field equations (2.8) we have $L_{\max } \leq \varphi\left(L_{\max }\right)^{2}+o(1)$ or $\psi\left(L_{\max }\right) \geq o(1)$. But $\psi(u) \geq 0$ iff $u \leq u^{*}$. Hence $L_{\max } \leq u^{*}+o(1)$. Similarly we have $L_{\min } \geq u^{*}-o(1)$ and thus all $L_{i j} \simeq u^{*}$. Lemma 2.3.8 formalizes this idea. Here we mention that one can easily check that equation (2.10) has at most three solutions. Moreover, $\psi(0)>0>\psi(1)$ implies that $\psi^{\prime}\left(u^{*}\right) \leq 0$ or $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right) \leq 1$ if $u^{*}$ is the unique solution to (2.10).
Lemma 2.3.8. Let $u^{*}$ be the unique solution of the equation $u=\varphi(u)^{2}$. Assume that $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)<1$. Then for each $1 \leq i<j \leq n$, we have

$$
\mathbb{E}\left|L_{i j}-u^{*}\right| \leq \frac{K(\beta, h)}{n^{1 / 2}}
$$

where $K(\beta, h)$ is a constant depending only on $\beta, h$. Moreover, if $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)=1$ then we have

$$
\mathbb{E}\left|L_{i j}-u^{*}\right| \leq \frac{K(\beta, h)}{n^{1 / 6}} \text { for all } 1 \leq i<j \leq n
$$

Now observe that the Hamiltonian $H(\mathbf{X})$ can be written as

$$
H(\mathbf{X})=\frac{\beta}{6} \sum_{1 \leq i<j \leq n} X_{i j} L_{i j}+h \sum_{1 \leq i<j \leq n} X_{i j}
$$

The idea then is the following: once we know that the conclusion of Lemma 2.3.8 holds, each $L_{i j}$ in the above Hamiltonian can be replaced by $u^{*}$, which results in a model where the coordinates are independent. The resulting probability measure is presumably quite different from the original measure, but somehow the partition functions remain comparable.

The following lemma (Lemma 2.3.9) characterizes the region $S \in \mathbb{R} \times[0, \infty)$ such that the equation $u=\varphi(u)^{2}$ has a unique solution $u^{*}$ in $[0,1]$ and $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)<1$ for $(h, \beta) \in S$ (see figure 2.3).

Let $h_{0}=\log 2-\frac{3}{2}<0$. For $h<h_{0}$ there exist exactly two solutions $0<a_{*}=$ $a_{*}(h)<1 / 2<a^{*}=a^{*}(h)<\infty$ to the equation

$$
\log x+\frac{1+x}{2 x}+h=0
$$

Define $a_{*}(h)=a^{*}(h)=1 / 2$ for $h=h_{0}$ and

$$
\begin{equation*}
\beta_{*}(h)=\frac{\left(1+a_{*}\right)^{3}}{2 a_{*}} \text { and } \beta^{*}(h)=\frac{\left(1+a^{*}\right)^{3}}{2 a^{*}} \tag{2.11}
\end{equation*}
$$

for $h \leq h_{0}$.

Lemma 2.3.9 (Characterization of high temperature regime). Let $S$ be the set of pairs $(h, \beta)$ for which the function $\psi(u):=\varphi(u)^{2}-u$ has a unique root $u^{*}$ in $[0,1]$ and $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)<$ 1 where $\varphi(u):=e^{\beta u+h} /\left(1+e^{\beta u+h}\right)$. Then we have

$$
S^{c}=\left\{(h, \beta): h \leq h_{0} \text { and } \beta_{*}(h) \leq \beta \leq \beta^{*}(h)\right\}
$$

where $\beta^{*}, \beta_{*}$ are as given in equation (2.11). In particular, $(h, \beta) \in S$ if $\beta \leq(3 / 2)^{3}$ or $h>h_{0}$.


Figure 2.3: The set $S$ of $(h, \beta)$ for which the conditions of Theorem 2.3.5 hold.
Remark. The point $h=h_{0}, \beta=\beta_{0}:=(3 / 2)^{3}$ is the critical point and the curve

$$
\begin{equation*}
\gamma(t)=\left(-\log t-\frac{1+t}{2 t}, \frac{(1+t)^{3}}{2 t}\right) \tag{2.12}
\end{equation*}
$$

for $t>0$ is the phase transition curve. It corresponds to $\psi\left(u^{*}\right)=0$ and $2 \psi\left(u^{*}\right) \psi^{\prime}\left(u^{*}\right)=1$. In fact, at the critical point $\left(h_{0}, \beta_{0}\right)$ the function $\psi(u)=\varphi(u)^{2}-u$ has a unique root of order three at $u^{*}=4 / 9$, i.e., $\psi\left(u^{*}\right)=\psi^{\prime}\left(u^{*}\right)=\psi^{\prime \prime}\left(u^{*}\right)=0$ and $\psi^{\prime \prime \prime}\left(u^{*}\right)<0$. The second part of lemma 2.3.8 shows that all the above conclusions (including the limiting free energy result) are true for the critical point but with an error rate of $n^{-1 / 6}$. Define the "energy" function

$$
e(r)=\frac{1}{2} I(r, \varphi(0))+\frac{1}{2} \log (1-\varphi(0))-\frac{\beta r^{3}}{6}
$$

appearing in of the r.h.s. of equation (2.7). The "high temperature" regime corresponds to the case when $e(\cdot)$ has a unique minima and no local maxima or saddle point. The critical point corresponds to the case when $e(\cdot)$ has a non-quadratic global minima. The boundary corresponds to the case when $e(\cdot)$ has a unique minima and a saddle point. In the "low temperature" regime $e(\cdot)$ has two local minima. In fact, one can easily check that there is a one dimensional curve inside the set $S^{c}$, starting from the critical point, on which $e(\cdot)$ has two global minima and outside one global minima. Below we provide the solution on the boundary curve. Unfortunately, as of now, we don't have a rigorous solution in the "low temperature" regime.

For $(h, \beta)$ on the phase transition boundary curve (excluding the critical point) the function $\psi(\cdot)$ has two roots and one of them, say $v^{*}$, is an inflection point. Let $u^{*}$ be the other root. Here we mention that $u^{*}$ is a minima of $e(\cdot)$ while $v^{*}$ is a saddle point of $e(\cdot)$. On the lower part of the boundary, which corresponds to $\{\gamma(t): t<1 / 2\}$, the inflection point $v^{*}=(1+t)^{-2}$ is larger than $u^{*}$, while on the upper part of the boundary corresponding to $\{\gamma(t): t>1 / 2\}$, the inflection point $v^{*}=(1+t)^{-2}$ is smaller than $u^{*}$. The following lemma "solves" the model at the boundary point $\gamma(t)$ (see eqn. 2.12).

Lemma 2.3.10. Let $\gamma(\cdot), u^{*}, v^{*}$ be as above and $(h, \beta)=\gamma(t)$ for some $t \neq 1 / 2$. Then, for each $1 \leq i<j \leq n$, we have

$$
\begin{equation*}
\mathbb{E}\left(\left|L_{i j}-u^{*}\right|\right) \leq \frac{K(\beta, h)}{n^{1 / 2}} \tag{2.13}
\end{equation*}
$$

for some constant $K(\beta, h)$ depending on $\beta, h$. Moreover, we have

$$
\frac{\log Z_{n}(\beta, h)}{n^{2}}=-\frac{1}{2} I\left(\varphi\left(u^{*}\right), \varphi(0)\right)-\frac{1}{2} \log (1-\varphi(0))+\frac{\beta \varphi\left(u^{*}\right)^{3}}{6}+O\left(n^{-1 / 2}\right)
$$

and

$$
\begin{align*}
& \mathbb{P}\left(\left|T_{n}(\mathbf{Y})-\binom{n}{3} \varphi\left(u^{*}\right)^{3}\right| \leq C(\beta, h) n^{5 / 2}\right) \\
& \quad=\exp \left(-\frac{n^{2} I\left(\varphi\left(u^{*}\right), \varphi(0)\right)}{2}\left(1+O\left(n^{-1 / 2}\right)\right)\right) \tag{2.14}
\end{align*}
$$

where $\mathbf{Y}=\left(\left(Y_{i j}\right)\right)_{i<j}$ follows $G(n, \varphi(0))$ and the constant appearing in $O(\cdot)$ and $C(\beta, h)$ depend only on $\beta, h$.

In the next subsection we will briefly discuss about the results for general subgraph counts that can be proved using similar ideas.

### 2.3.3 General subgraph counts

Let $F=(V(F), E(F))$ be a fixed finite graph on $\boldsymbol{v}_{F}:=|V(F)|$ many vertices with $\boldsymbol{e}_{F}:=|E(F)|$ many edges. Without loss of generality we will assume that $V(F)=\left[\boldsymbol{v}_{F}\right]:=$ $\left\{1,2, \ldots, \boldsymbol{v}_{F}\right\}$. Let $\alpha_{F}=|\operatorname{Aut}(F)|$ be the number of graph automorphism of the graph $F$. Let $N_{n}$ be the number of copies of $F$, not necessarily induced, in the Erdős-Rényi random graph $G(n, p)$ (so the number of 2-stars in a triangle will be three). We have the following result about the large deviation rate function for the random variable $N_{n}$.

Theorem 2.3.11. Let $N_{n}$ be the number of copies of $F$ in $G(n, p)$, where

$$
p>p_{0}:=\frac{\boldsymbol{e}_{F}-1}{\boldsymbol{e}_{F}-1+\exp \left(\frac{\boldsymbol{e}_{F}}{\boldsymbol{e}_{F}-1}\right)} .
$$

Then for any $r \in(p, 1]$,

$$
\begin{equation*}
\mathbb{P}\left(N_{n} \geq \frac{\boldsymbol{v}_{F}!}{\alpha_{F}}\binom{n}{\boldsymbol{v}_{F}} r^{\boldsymbol{e}_{F}}\right)=\exp \left(-\frac{n^{2} I(r, p)}{2}\left(1+O\left(n^{-1 / 2}\right)\right)\right) . \tag{2.15}
\end{equation*}
$$

Moreover, even if $p \leq p_{0}$, there exist $p^{\prime}, p^{\prime \prime}$ such that $p<p^{\prime} \leq p^{\prime \prime}<1$ and the same result holds for all $r \in\left(p, p^{\prime}\right) \cup\left(p^{\prime \prime}, 1\right]$. For all $p$ and $r$ in the above domains, we also have the more precise estimate

$$
\begin{aligned}
\mathbb{P}\left(\left|N_{n}-\frac{\boldsymbol{v}_{F}!}{\alpha_{F}}\binom{n}{\boldsymbol{v}_{F}} r^{\boldsymbol{e}_{F}}\right|\right. & \left.\leq C(p, r) n^{\boldsymbol{v}_{F}-1 / 2}\right) \\
& =\exp \left(-\frac{n^{2} I(r, p)}{2}\left(1+O\left(n^{-1 / 2}\right)\right)\right),
\end{aligned}
$$

where $C(p, r)$ is a constant depending on $p$ and $r$.
Note that $p_{0}$ as a function of $\boldsymbol{e}_{F}$ is increasing and converges to 1 as number of edges goes to infinity (see Figure 2.4). So there is an obvious gap in the large deviation result, namely the proof does not work when $r \geq p, p \leq p_{0}$ and the gap becomes larger as the number of edges in $F$ increases. Note that $p_{0} \rightarrow 1$ as $\boldsymbol{e}_{F} \rightarrow \infty$.


Figure 2.4: The curve $p_{0}\left(\boldsymbol{e}_{F}\right)$ above which our large deviation result holds.
The proof of Theorem 2.3.11 uses the same arguments that were used in the triangle case. Here the tilted measure leads to an exponential random graph model where the Hamiltonian depends on number of copies of $F$ in the random graph. Let $\beta \geq 0, h \in \mathbb{R}$ be two fixed numbers. As before we will identify elements of $\Omega:=\{0,1\}^{\binom{n}{2}}$ with undirected graphs on a set of $n$ vertices. For each $\mathbf{x} \in \Omega$, let $N(\mathbf{x})$ denote the number of copies of $F$ in the graph defined by $\mathbf{x}$, and let $E(\mathbf{x})=\sum_{i<j} x_{i j}$ denote the number of edges. Let $\mathbf{X}=\left(X_{i j}\right)_{1 \leq i<j \leq n}$ be a random element of $\Omega$ following the probability measure proportional to $e^{H(\mathbf{x})}$, where $H$ is the Hamiltonian

$$
H(\mathbf{x})=\frac{\beta}{(n-2)_{\boldsymbol{v}_{F}-2}} N(\mathbf{x})+h E(\mathbf{x})
$$

where $(n)_{m}=\frac{n!}{(n-m)!}$. Recall that $\boldsymbol{v}_{F}$ is the number of vertices in the graph $F$. The scaling was done to make the two summands comparable. Also we used $(n-2)_{\boldsymbol{v}_{F}-2}$ instead of $n^{\boldsymbol{v}_{F}}$ to make calculations simpler. Let $Z_{n}(\beta, h)$ be the partition function. Note that $N(\mathbf{x})$ can be written as

$$
\begin{equation*}
N(\mathbf{x})=\frac{1}{\alpha_{F}} \sum_{\substack{1 \leq t_{1}, t_{2}, \ldots, t_{v_{F}} \leq n,(i, j) \in E(F) \\ t_{i} \neq t_{j} \text { for } i \neq j}} \prod_{t_{i} t_{j}} . \tag{2.16}
\end{equation*}
$$

For $\mathbf{x} \in \Omega, 1 \leq i<j \leq n$, define $\mathbf{x}_{(i, j)}^{1}$ as the element of $\Omega$ which is same as $\mathbf{x}$ in every coordinate except for the $(i, j)$-th coordinate where the value is 1 . Similarly define $\mathbf{x}_{(i, j)}^{0}$. For $i<j$, define the random variable

$$
L_{i j}:=\frac{N\left(\mathbf{X}_{(i, j)}^{1}\right)-N\left(\mathbf{X}_{(i, j)}^{0}\right)}{(n-2)_{\boldsymbol{v}_{F}-2}}
$$

The main idea is as in the triangle case. We show that $L_{i j}$ 's satisfy a system of "mean-field equations" similar to (2.8) which has a unique solution under the condition of Theorem 2.3.12. In fact, we will show that $L_{i j} " \approx " u^{*}$ for all $i<j$ and $E(\mathbf{X}) " \approx "\binom{n}{2} \varphi\left(u^{*}\right)$ under the condition of Theorem 2.3.12. Now note that we can write the hamiltonian as

$$
H(\mathbf{X})=\frac{\beta}{\boldsymbol{e}_{F}} \sum_{i<j} X_{i j} L_{i j}+h \sum_{i<j} X_{i j}
$$

which is approximately equal to $h^{*} E(\mathbf{X})$ where $h^{*}=h+\beta u^{*} / \boldsymbol{e}_{F}$. Now the remaining is a calculus exercise.

So the first step in proving the large deviation bound is the following theorem, which gives the limiting free energy in the "high temperature" regime. Note the similarity with the triangle case.
Theorem 2.3.12. Suppose we have $\beta \geq 0, h \in \mathbb{R}$, and $Z_{n}(\beta, h)$ defined as above. Define a function $\varphi:[0,1] \rightarrow \mathbb{R}$ as

$$
\varphi(x)=\frac{e^{\beta x+h}}{1+e^{\beta x+h}} .
$$

Suppose $\beta$ and $h$ are such that the equation $\alpha_{F} u=2 \boldsymbol{e}_{F} \varphi(u)^{\boldsymbol{e}_{F}-1}$ has a unique solution $u^{*}$ in $[0,1]$ and $2 \boldsymbol{e}_{F}\left(\boldsymbol{e}_{F}-1\right) \varphi\left(u^{*}\right)^{\boldsymbol{e}_{F}-2} \varphi^{\prime}\left(u^{*}\right)<\alpha_{F}$. Then

$$
\lim _{n \rightarrow \infty} \frac{\log Z_{n}(\beta, h)}{n^{2}}=-\frac{1}{2} I\left(\varphi\left(u^{*}\right), \varphi(0)\right)-\frac{1}{2} \log (1-\varphi(0))+\frac{\beta \varphi\left(u^{*}\right)^{e_{F}}}{\alpha_{F}}
$$

where $I(\cdot, \cdot)$ is the function defined in (2.4). Moreover, there exists a constant $K(\beta, h)$ that depends only on $\beta$ and $h$ (and not on $n$ ) such that difference between $n^{-2} \log Z_{n}(\beta, h)$ and the limit is bounded by $K(\beta, h) n^{-1 / 2}$ for all $n$.

Here also we can identify the region where the conditions in Theorem 2.3.12 hold. Let

$$
\begin{equation*}
h_{0}=\log \left(\boldsymbol{e}_{F}-1\right)-\frac{\boldsymbol{e}_{F}}{\boldsymbol{e}_{F}-1} . \tag{2.17}
\end{equation*}
$$

For $h<h_{0}$ there exist exactly two solutions $0<a_{*}=a_{*}(h)<1 / 2<a^{*}=a^{*}(h)<\infty$ of the equation

$$
\log x+\frac{1+x}{\left(\boldsymbol{e}_{F}-1\right) x}+h=0
$$

Define $a_{*}(h)=a^{*}(h)=1 /\left(\boldsymbol{e}_{F}-1\right)$ for $h=h_{0}$ and

$$
\begin{equation*}
\beta_{*}(h)=\frac{\alpha_{F}\left(1+a_{*}\right)^{\boldsymbol{e}_{F}}}{2 \boldsymbol{e}_{F}\left(\boldsymbol{e}_{F}-1\right) a_{*}} \text { and } \beta^{*}(h)=\frac{\alpha_{F}\left(1+a^{*}\right)^{\boldsymbol{e}_{F}}}{2 \boldsymbol{e}_{F}\left(\boldsymbol{e}_{F}-1\right) a^{*}} \tag{2.18}
\end{equation*}
$$

for $h \leq h_{0}$.

Lemma 2.3.13. Let $S$ be the set of pairs $(h, \beta)$ for which the function

$$
\psi(u):=2 \boldsymbol{e}_{F} \varphi(u)^{\boldsymbol{e}_{F}-1}-\alpha_{F} u
$$

has a unique root $u^{*}$ in $[0,1]$ and $2 \boldsymbol{e}_{F}\left(\boldsymbol{e}_{F}-1\right) \varphi\left(u^{*}\right)^{\boldsymbol{e}_{F}-2} \varphi^{\prime}\left(u^{*}\right)<\alpha_{F}$ where $\varphi(u):=$ $e^{\beta u+h} /\left(1+e^{\beta u+h}\right)$. Then we have

$$
S^{c}=\left\{(h, \beta): h \leq h_{0} \text { and } \beta_{*}(h) \leq \beta \leq \beta^{*}(h)\right\}
$$

where $h_{0}, \beta^{*}, \beta_{*}$ are as given in equations (2.17), (2.18). In particular, $(h, \beta) \in S$ if

$$
\beta \leq \frac{\alpha_{F} \boldsymbol{e}_{F}^{\boldsymbol{e}_{F}-1}}{2\left(\boldsymbol{e}_{F}-1\right)^{\boldsymbol{e}_{F}}} \text { or } h>h_{0} .
$$

In fact Lemma 2.3.13 identifies the critical point and the phase transition curve where the model goes from ordered phase to a disordered phase. But the results above does not say what happens at the boundary or in the low temperature regime. However note that the mean-field equations hold for all values of $\beta$ and $h$.

### 2.3.4 Ising model on $\mathbb{Z}^{d}$

Fix any $\beta \geq 0, h \in \mathbb{R}$ and an integer $d \geq 1$. Also fix $n \geq 2$. Let $\mathbb{B}=\{1,2, \ldots, n+$ $1\}^{d}$ be a hypercube with $(n+1)^{d}$ many points in the $d$-dimensional hypercube lattice $\mathbb{Z}^{d}$. Let $\Omega$ be the graph obtained from $\mathbb{B}$ by identifying the opposite boundary points, i.e., for $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right), y=\left(y_{1}, y_{2}, \ldots, y_{d}\right) \in \mathbb{B}$ we have $x$ is identified with $y$ if $x_{i}-y_{i} \in\{-n, 0, n\}$ for all $i$. This identification is known in the literature as periodic boundary condition. Note that $\Omega$ is the $d$-dimensional lattice torus with linear size $n$. We will write $x \sim y$ for $x, y \in \Omega$ if $x, y$ are nearest neighbors in $\Omega$. Also let us denote by $N_{x}$ the set of nearest neighbors of $x$ in $\Omega$, i.e., $N_{x}=\{y \in \Omega: y \sim x\}$.

Now consider the Gibbs measure on $\{+1,-1\}^{\Omega}$ given by the following Hamiltonian

$$
H(\boldsymbol{\sigma}):=\beta \sum_{x \sim y, x, y \in \Omega} \sigma_{x} \sigma_{y}+h \sum_{x \in \Omega} \sigma_{x}
$$

where $\boldsymbol{\sigma}=\left(\sigma_{x}\right)_{x \in \Omega}$ is a typical element of $\{+1,-1\}^{\Omega}$. So the probability of a configuration $\boldsymbol{\sigma} \in\{+1,-1\}^{\Omega}$ is

$$
\begin{equation*}
\mu_{\beta, h}(\{\boldsymbol{\sigma}\}):=Z_{\beta, h}^{-1} \exp (H(\boldsymbol{\sigma}))=Z_{\beta, h}^{-1} \exp \left(\beta \sum_{x \sim y, x, y \in \Omega} \sigma_{x} \sigma_{y}+h \sum_{x \in \Omega} \sigma_{x}\right) \tag{2.19}
\end{equation*}
$$

where $Z_{\beta, h}=\sum_{\boldsymbol{\sigma} \in\{+1,-1\}^{\Omega}} e^{H(\boldsymbol{\sigma})}$ is the normalizing constant. Here $\sigma_{x}$ is the spin of the magnetic particle at position $x$ in the discrete torus $\Omega$. This is the famous Ising model of ferromagnetism on the box $\mathbb{B}$ with periodic boundary condition at inverse temperature $\beta$ and external field $h$.

The one-dimensional Ising model is probably the first statistical model of ferromagnetism to be proposed or analyzed [58]. The model exhibits no phase transition in one
dimension. But for dimensions two and above the Ising ferromagnet undergoes a transition from an ordered to a disordered phase as $\beta$ crosses a critical value. The two dimensional Ising model with no external field was first solved by Lars Onsager in a ground breaking paper [89], who also calculated the critical $\beta$ as $\beta_{c}=\sinh ^{-1}(1)$. For dimensions three and above the model is yet to be solved, and indeed, very few rigorous results are known.

In this subsection, we present some concentration inequalities for the Ising model that hold for all values of $\beta$. These 'temperature-free' relations are analogous to the mean field equations that we obtained for subgraph counts earlier.

The magnetization of the system, as a function of the configuration $\sigma$, is defined as $m(\boldsymbol{\sigma}):=\frac{1}{|\Omega|} \sum_{x \in \Omega} \sigma_{x}$. For each integer $k \in\{1,2, \ldots, 2 d\}$, define a degree $k$ polynomial function $r_{k}(\boldsymbol{\sigma})$ of a spin configuration $\boldsymbol{\sigma}$ as follows:

$$
\begin{equation*}
r_{k}(\boldsymbol{\sigma}):=\left(\binom{2 d}{k}|\Omega|\right)^{-1} \sum_{x \in \Omega} \sum_{S \subseteq N_{x},|S|=k} \sigma_{S} \tag{2.20}
\end{equation*}
$$

where $\sigma_{S}=\prod_{x \in S} \sigma_{x}$ for any $S \subseteq \Omega$. In particular $r_{k}(\boldsymbol{\sigma})$ is the average of the product of spins of all possible $k$ out of $2 d$ neighbors. Note that $r_{1}(\boldsymbol{\sigma}) \equiv m(\boldsymbol{\sigma})$. We will show that when $h=0$ and $n$ is large, $m(\boldsymbol{\sigma})$ and $r_{k}(\boldsymbol{\sigma})$ 's satisfy the following "mean-field relation" with high probability under the Gibbs measure:

$$
\begin{equation*}
\left(1-\theta_{0}(\beta)\right) m(\boldsymbol{\sigma}) \approx \sum_{k=1}^{d-1} \theta_{k}(\beta) r_{2 k+1}(\boldsymbol{\sigma}) . \tag{2.21}
\end{equation*}
$$

These relations hold for all values of $\beta \geq 0$. Here $\theta_{k}$ 's are explicit rational functions of $\tanh (2 \beta)$ for $k=0,1, \ldots, d-1$, defined in equation (2.22) below. (Later we will prove in Proposition 2.3.16 that an external magnetic field $h$ will add an extra linear term in the above relation (2.21).) The following Proposition makes this notion precise in terms of finite sample tail bound. It is a simple consequence of Theorem 2.2.1.

Theorem 2.3.14. Suppose $\boldsymbol{\sigma}$ is drawn from the Gibbs measure $\mu_{\beta, 0}$. Then, for any $\beta \geq$ $0, n \geq 1$ and $t \geq 0$ we have

$$
\mathbb{P}\left(\sqrt{|\Omega|}\left|\left(1-\theta_{0}(\beta)\right) m(\boldsymbol{\sigma})-\sum_{k=1}^{d-1} \theta_{k}(\beta) r_{2 k+1}(\boldsymbol{\sigma})\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{4 b(\beta)}\right)
$$

where $m(\boldsymbol{\sigma}):=\frac{1}{|\Omega|} \sum_{x \in \Omega} \sigma_{x}$ is the magnetization, $r_{k}(\boldsymbol{\sigma})$ is as given in (2.20) and for $k=$ $0,1, \ldots, d-1$

$$
\begin{align*}
\theta_{k}(\beta) & =\frac{1}{4^{d}}\binom{2 d}{2 k+1} \sum_{\boldsymbol{\sigma} \in\{-1,+1\}^{2 d}} \tanh \left(\beta \sum_{i=1}^{2 d} \sigma_{i}\right) \prod_{j=1}^{2 k+1} \sigma_{j}  \tag{2.22}\\
\text { and } b(\beta) & =\left|1-\theta_{0}(\beta)\right|+\sum_{k=1}^{d-1}(2 k+1)\left|\theta_{k}(\beta)\right| \text {. }
\end{align*}
$$

Moreover, we can explicitly write down $\theta_{0}(\beta)$ as

$$
\theta_{0}(\beta)=\frac{1}{4^{d-1}} \sum_{k=1}^{d} k\binom{2 d}{d+k} \tanh (2 k \beta)
$$

and for $d \geq 2$ there exists $\beta_{1} \in(0, \infty)$, depending on $d$, such that $1-\theta_{0}(\beta)>0$ for $\beta<\beta_{1}$ and $1-\theta_{0}(\beta)<0$ for $\beta>\beta_{1}$.

Here we may remark that for any fixed $k, \theta_{k}(\beta / 2 d)$ converges to the coefficient of $x^{2 k+1}$ in the power series expansion of $\tanh (\beta x)$ and $2 d \beta_{1}(d) \downarrow 1$ as $d \rightarrow \infty$. For small values of $d$ we can explicitly calculate the $\theta_{k}$ 's. For instance, in $d=2$,

$$
\theta_{0}(\beta)=\frac{1}{2}(\tanh (4 \beta)+2 \tanh (2 \beta)), \theta_{1}(\beta)=\frac{1}{2}(\tanh (4 \beta)-2 \tanh (2 \beta)) .
$$

For $d=3$,

$$
\begin{aligned}
& \theta_{0}(\beta)=\frac{3}{16}(\tanh (6 \beta)+4 \tanh (4 \beta)+5 \tanh (2 \beta)) \\
& \theta_{1}(\beta)=\frac{10}{16}(\tanh (6 \beta)-3 \tanh (2 \beta)) \\
& \theta_{2}(\beta)=\frac{3}{16}(\tanh (6 \beta)-4 \tanh (4 \beta)+5 \tanh (2 \beta))
\end{aligned}
$$

For $d=4$,

$$
\begin{aligned}
& \theta_{0}(\beta)=\frac{1}{16}(\tanh (8 \beta)+6 \tanh (6 \beta)+14 \tanh (4 \beta)+14 \tanh (2 \beta)) \\
& \theta_{1}(\beta)=\frac{7}{16}(\tanh (8 \beta)+2 \tanh (6 \beta)-2 \tanh (4 \beta)-6 \tanh (2 \beta)) \\
& \theta_{2}(\beta)=\frac{7}{16}(\tanh (8 \beta)-2 \tanh (6 \beta)-2 \tanh (4 \beta)+6 \tanh (2 \beta)) \\
& \theta_{3}(\beta)=\frac{1}{16}(\tanh (8 \beta)-6 \tanh (6 \beta)+14 \tanh (4 \beta)-14 \tanh (2 \beta)) .
\end{aligned}
$$

Corollary 2.3.15. For the Ising model on $\Omega$ at inverse temperature $\beta$ with no external magnetic field for all $t \geq 0$ we have,
(i) if $d=1$,

$$
\mathbb{P}(|m(\boldsymbol{\sigma})| \geq t) \leq 2 \exp \left(-\frac{1}{4}|\Omega|(1-\tanh (2 \beta)) t^{2}\right)
$$

(ii) if $d=2$,

$$
\mathbb{P}\left(\left|\left[(1-u)^{2}-u^{3}\right] m(\boldsymbol{\sigma})+u^{3} r_{3}(\boldsymbol{\sigma})\right| \geq t\right) \leq 2 \exp \left(-\frac{|\Omega| t^{2}}{32}\right)
$$

where $u=\tanh (2 \beta)$ and $r_{3}(\boldsymbol{\sigma})=\frac{1}{4|\Omega|} \sum^{*} \sigma_{x} \sigma_{y} \sigma_{z}$ where the sum $\sum^{*}$ is over all $x, y, z \in$ $\Omega$ such that $|x-y|=2,|z-y|=2,|x-z|=2$.
(iii) if $d=3$,

$$
\mathbb{P}\left(\left|g(u) m(\boldsymbol{\sigma})+5 u^{3}\left(1+u^{2}\right) r_{3}(\boldsymbol{\sigma})-3 u^{5} r_{5}(\boldsymbol{\sigma})\right| \geq t\right) \leq 2 \exp \left(-c|\Omega| t^{2}\right)
$$

where $c$ is an absolute constant, $g(u)=1-3 u+4 u^{2}-9 u^{3}+3 u^{4}-3 u^{5}$, $u=\tanh (2 \beta)$ and $r_{3}, r_{5}$ are as defined in (2.20).

Although we do not yet know the significance of the above relations, it seems somewhat striking that they are not affected by phase transitions. The exponential tail bounds show that many such relations can hold simultaneously. For completeness, we state below the corresponding result for nonzero external field.

Proposition 2.3.16. Suppose $\boldsymbol{\sigma}$ is drawn from the Gibbs measure $\mu_{\beta, h}$. Let $r_{k}(\boldsymbol{\sigma}), \theta_{k}(\beta)$, $b(\beta)$ be as in proposition (2.3.14). Then, for any $\beta \geq 0, h \in \mathbb{R}, n \geq 1$ and $t \geq 0$ we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\left(1-\theta_{0}(\beta)\right) m(\boldsymbol{\sigma})-g(\boldsymbol{\sigma})\right| \geq t\right) \leq 2 \exp \left(-\frac{|\Omega| t^{2}}{4 b(\beta)(1+\tanh |h|)}\right) \tag{2.23}
\end{equation*}
$$

where

$$
g(\boldsymbol{\sigma}):=\sum_{k=1}^{d-1} \theta_{k}(\beta) r_{2 k+1}(\boldsymbol{\sigma})+\tanh (h)\left(1-\sum_{k=0}^{d-1} \theta_{k}(\beta) s_{2 k+1}(\boldsymbol{\sigma})\right)
$$

and

$$
s_{k}(\boldsymbol{\sigma}):=\left(\binom{2 d}{k}|\Omega|\right)^{-1} \sum_{x \in \Omega} \sum_{S \subseteq N_{x},|S|=k} \sigma_{S \cup\{x\}}
$$

is the average of products of spins over all $k$-stars for $k=1,2, \ldots, 2 d$ and $\Omega$ is the discrete torus in $\mathbb{Z}^{d}$ with $n^{d}$ many points.

### 2.4 Proofs

Instead of proving Theorem 2.2.2 first, let us see how it is applied to prove the result for the Curie-Weiss model at critical temperature. The proof is simply an elaboration of the sketch given at the end of Subsection 2.3.1.

Proof of Proposition 2.3.1. Suppose $\boldsymbol{\sigma}$ is drawn from the Curie-Weiss model at critical temperature. We construct $\sigma^{\prime}$ by taking one step in the heat-bath Glauber dynamics: A coordinate $I$ is chosen uniformly at random, and $\sigma_{I}$ is replace by $\sigma_{I}^{\prime}$ drawn from the conditional distribution of the $I$-th coordinate given $\left\{\sigma_{j}: j \neq I\right\}$. Let

$$
F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right):=\sum_{i=1}^{n}\left(\sigma_{i}-\sigma_{i}^{\prime}\right)=\sigma_{I}-\sigma_{I}^{\prime}
$$

For each $i=1,2, \ldots, n$, define $m_{i}=m_{i}(\boldsymbol{\sigma})=n^{-1} \sum_{j \neq i} \sigma_{j}$. An easy computaion gives that $\mathbb{E}\left(\sigma_{i} \mid\left\{\sigma_{j}, j \neq i\right\}\right)=\tanh \left(m_{i}\right)$ for all $i$ and so we have

$$
f(\boldsymbol{\sigma}):=\mathbb{E}\left(F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right) \mid \boldsymbol{\sigma}\right)=m-\frac{1}{n} \sum_{i=1}^{n} \tanh \left(m_{i}\right)=\frac{m}{n}+\frac{1}{n} \sum_{i=1}^{n} g\left(m_{i}\right)
$$

where $g(x):=x-\tanh (x)$. By definition $m_{i}(\boldsymbol{\sigma})-m(\boldsymbol{\sigma})=\sigma_{i} / n$ and $m_{i}\left(\boldsymbol{\sigma}^{\prime}\right)-m(\boldsymbol{\sigma})=$ $\left(\sigma_{i}+\sigma_{I}-\sigma_{I}^{\prime}\right) / n$ for all $i$. Hence using Taylor expansion upto first degree and noting that $\left|g^{\prime}(x)\right|=\tanh ^{2}(x) \leq x^{2}$ we have

$$
\begin{aligned}
\left|f(\boldsymbol{\sigma})-f\left(\boldsymbol{\sigma}^{\prime}\right)\right| & \leq \frac{2}{n}\left|g^{\prime}(m(\boldsymbol{\sigma}))\right|+\frac{2+5 \max _{|x| \leq 1}\left|g^{\prime \prime}(x)\right|}{n^{2}} \\
& \leq \frac{2}{n} m(\boldsymbol{\sigma})^{2}+\frac{6}{n^{2}}
\end{aligned}
$$

Clearly $\left|F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)\right| \leq 2$. Thus we have

$$
\Delta(\boldsymbol{\sigma}):=\frac{1}{2} \mathbb{E}\left[\left|f(\boldsymbol{\sigma})-f\left(\boldsymbol{\sigma}^{\prime}\right)\right| \cdot\left|F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)\right| \mid \boldsymbol{\sigma}\right] \leq \frac{2}{n} m(\boldsymbol{\sigma})^{2}+\frac{6}{n^{2}}
$$

Now it is easy to verify that $|x|^{3} \leq 5|x-\tanh x|$ for all $|x| \leq 1$. Note that this is the place where we need $\beta=1$. For $\beta \neq 1$, the linear term dominates in $m-\tanh (\beta m)$. Hence it follows that

$$
m(\boldsymbol{\sigma})^{2} \leq 5^{2 / 3}|m(\boldsymbol{\sigma})-\tanh m(\boldsymbol{\sigma})|^{2 / 3} \leq 3|f(\boldsymbol{\sigma})|^{2 / 3}+3 n^{-2 / 3}
$$

where in the last line we used the fact that $|f(\boldsymbol{\sigma})-(m-\tanh m)| \leq 1 / n$ and $5^{2 / 3}<3$. Thus

$$
\Delta(\boldsymbol{\sigma}) \leq \frac{6}{n}|f(\boldsymbol{\sigma})|^{2 / 3}+\frac{12}{n^{5 / 3}}
$$

and using Corollary 2.2.3 with $\alpha=2 / 3, B=6 / n$ and $C=12 / n^{5 / 3}$ we have

$$
\mathbb{P}\left(|m-\tanh m| \geq t+n^{-1}\right) \leq \mathbb{P}(|f(\boldsymbol{\sigma})| \geq t) \leq 2 e^{-c n t^{4 / 3}}
$$

for all $t \geq 0$ for some constant $c>0$. This clearly implies that

$$
\mathbb{P}(|m| \geq t) \leq \mathbb{P}\left(|m-\tanh m| \geq t^{3} / 5\right) \leq 2 e^{-c n t^{4}}
$$

for all $t \geq 0$ and for some absolute constant $c>0$. Thus we are done.
Proof of Proposition 2.3.3. The proof is along the lines of proof of proposition 2.3.1. Suppose $\mathbf{X}$ is drawn from the distribution $\nu_{n}$. We construct $\mathbf{X}^{\prime}$ as follows: a coordinate $I$ is chosen uniformly at random, and $X_{I}$ is replace by $X_{I}^{\prime}$ drawn from the conditional distribution of the $I$-th coordinate given $\left\{X_{j}: j \neq I\right\}$. Let

$$
F\left(\mathbf{X}, \mathbf{X}^{\prime}\right):=\sum_{i=1}^{n}\left(X_{i}-X_{i}^{\prime}\right)=X_{I}-X_{I}^{\prime}
$$

For each $i=1,2, \ldots, n$, define $m_{i}(\mathbf{X})=n^{-1} \sum_{j \neq i} X_{j}$. An easy computaion gives that $\mathbb{E}\left(X_{i} \mid\left\{X_{j}, j \neq i\right\}\right)=g\left(m_{i}\right)$ for all $i=1,2, \ldots, n$ where $g(s)=\frac{d}{d s}\left(\log \int \exp \left(x^{2} / 2 n+\right.\right.$ $s x) d \rho(x))$ for $s \in \mathbb{R}$. So we have

$$
f(\mathbf{X}):=\mathbb{E}\left(F\left(\mathbf{X}, \mathbf{X}^{\prime}\right) \mid \mathbf{X}\right)=m(\mathbf{X})-\frac{1}{n} \sum_{i=1}^{n} g\left(m_{i}(\mathbf{X})\right)
$$

Define the function

$$
\begin{equation*}
h(s)=\frac{s^{2}}{2}-\log \int \exp (s x) d \rho(x) \text { for } s \in \mathbb{R} \tag{2.24}
\end{equation*}
$$

Clearly $h$ is an even function. Recall that $k$ is an integer such that $h^{(i)}(0)=0$ for $0 \leq i<2 k$ and $h^{(2 k)}(0) \neq 0$. We have $k \geq 2$ since $h^{\prime \prime}(0)=1-\int x^{2} d \rho(x)=0$.

Now using the fact that $\rho([-L, L])=1$ it is easy to see that $\left|f(\mathbf{X})-h^{\prime}(m(\mathbf{X}))\right| \leq$ $c / n$ for some constant $c$ depending on $L$ only. In the subsequent calculations $c$ will always denote a constant depending only on $L$ that may vary from line to line. Similarly we have

$$
\begin{aligned}
\left|f(\mathbf{X})-f\left(\mathbf{X}^{\prime}\right)\right| & \leq \frac{\left|X_{I}-X_{I}^{\prime}\right|}{n}\left(\left|1-g^{\prime}(m(\mathbf{X}))\right|+\frac{c\left(1+\sup _{|x| \leq L}\left|g^{\prime \prime}(x)\right|\right)}{n}\right) \\
& \leq \frac{2 L}{n}\left|h^{\prime \prime}(m(\mathbf{X}))\right|+\frac{c}{n^{2}}
\end{aligned}
$$

Note that $\left|h^{\prime \prime}(s)\right| \leq c s^{2 k-2}$ for some constant $c$ for all $s \geq 0$. This follows since $\lim _{s \rightarrow 0} h^{\prime \prime}(s) / s^{2 k-2}$ exists and $h^{\prime \prime}(\cdot)$ is a bounded function. Also $\lim _{s \rightarrow 0}\left|h^{\prime}(s)\right| /|s|^{2 k-1}=\left|h^{(2 k)}(0)\right| \neq 0$ and $\left|h^{\prime}(s)\right|>0$ for $s>0$. So we have $\left|h^{\prime}(s)\right| \geq c|s|^{2 k-1}$ for some constant $c>0$ and all $|s| \leq L$. From the above results we deduce that

$$
\begin{aligned}
\left.\left|f(\mathbf{X})-f\left(\mathbf{X}^{\prime}\right)\right| \leq \frac{c}{n} \right\rvert\,(m(\mathbf{X}))^{2 k-2}+\frac{c}{n^{2}} & \leq \frac{c}{n}\left|h^{\prime}(m(\mathbf{X}))\right|^{\frac{2 k-2}{2 k-1}}+\frac{c}{n^{2}} \\
& \leq \frac{c}{n}|f(\mathbf{X})|^{\frac{2 k-2}{2 k-1}}+\frac{c}{n^{2-1 /(2 k-1)}}
\end{aligned}
$$

Now the rest of the proof follows exactly as for the classical Curie-Weiss model.

### 2.4.1 Proof of the large deviation result for triangles

First, let us state and prove a simple technical lemma.
Lemma 2.4.1. Let $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k}$ be real numbers. Then

$$
\max _{1 \leq i \leq n}\left|\frac{e^{x_{i}}}{\sum_{j=1}^{k} e^{x_{j}}}-\frac{e^{y_{i}}}{\sum_{j=1}^{k} e^{y_{j}}}\right| \leq 2 \max _{1 \leq i \leq n}\left|x_{i}-y_{i}\right| .
$$

and

$$
\left|\log \sum_{i=1}^{k} e^{x_{i}}-\log \sum_{i=1}^{k} e^{y_{i}}\right| \leq \max _{1 \leq i \leq k}\left|x_{i}-y_{i}\right| .
$$

Proof. Fix $1 \leq i \leq k$. For $t \in[0,1]$, let

$$
h(t)=\frac{e^{t x_{i}+(1-t) y_{i}}}{\sum_{j=1}^{k} e^{t x_{j}+(1-t) y_{j}}} .
$$

Then

$$
h^{\prime}(t)=\left[\left(x_{i}-y_{i}\right)-\frac{\sum_{j=1}^{k}\left(x_{j}-y_{j}\right) e^{t x_{j}+(1-t) y_{j}}}{\sum_{j=1}^{k} e^{t x_{j}+(1-t) y_{j}}}\right] h(t) .
$$

This shows that $\left|h^{\prime}(t)\right| \leq 2 \max _{i}\left|x_{i}-y_{i}\right|$ for all $t \in[0,1]$ and completes the proof of the first assertion. The second inequality is proved similarly.

Proof of Lemma 2.3.7. Fix two numbers $1 \leq i<j \leq n$. Given a configuration $\mathbf{X}$, construct another configuration $\mathbf{X}^{\prime}$ as follows. Choose a point $k \in\{1, \ldots, n\} \backslash\{i, j\}$ uniformly at random, and replace the pair ( $X_{i k}, X_{j k}$ ) with $\left(X_{i k}^{\prime}, X_{j k}^{\prime}\right)$ drawn from the conditional distribution given the rest of the edges. Let $L_{i j}^{\prime}$ be the revised value of $L_{i j}$. From the form of the Hamiltonian it is now easy to read off that for $x, y \in\{0,1\}$,

$$
\begin{aligned}
& \mathbb{P}\left(X_{i k}^{\prime}=x, X_{j k}^{\prime}=y \mid \mathbf{X}\right) \\
& \propto \exp \left(\beta x L_{i k}+\beta y L_{j k}+h x+h y-\frac{\beta}{n} x X_{i j} X_{j k}-\frac{\beta}{n} y X_{i j} X_{i k}+\frac{\beta}{n} x y X_{i j}\right) .
\end{aligned}
$$

An application of Lemma 2.4 .1 shows that the terms having $\beta / n$ as coefficient can be 'ignored' in the sense that for each $x, y \in\{0,1\}$,

$$
\left|\mathbb{P}\left(X_{i k}^{\prime}=x, X_{j k}^{\prime}=y \mid \mathbf{X}\right)-\frac{e^{\beta x L_{i k}+\beta y L_{j k}+h x+h y}}{\left(1+e^{\beta L_{i k}+h}\right)\left(1+e^{\beta L_{j k}+h}\right)}\right| \leq \frac{2 \beta}{n}
$$

In particular,

$$
\begin{equation*}
\left|\mathbb{E}\left(X_{i k}^{\prime} X_{j k}^{\prime} \mid \mathbf{X}\right)-\varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| \leq \frac{2 \beta}{n} \tag{2.25}
\end{equation*}
$$

Now,

$$
\begin{align*}
\mathbb{E}\left(L_{i j}-L_{i j}^{\prime} \mid \mathbf{X}\right) & =\frac{1}{n(n-2)} \sum_{k \notin\{i, j\}}\left(X_{i k} X_{j k}-\mathbb{E}\left(X_{i k}^{\prime} X_{j k}^{\prime} \mid \mathbf{X}\right)\right) \\
& =\frac{1}{n-2} L_{i j}-\frac{1}{n(n-2)} \sum_{k \notin\{i, j\}} \mathbb{E}\left(X_{i k}^{\prime} X_{j k}^{\prime} \mid \mathbf{X}\right) . \tag{2.26}
\end{align*}
$$

Let $F\left(\mathbf{X}, \mathbf{X}^{\prime}\right)=(n-2)\left(L_{i j}-L_{i j}^{\prime}\right)$ and $f(\mathbf{X})=\mathbb{E}\left(F\left(\mathbf{X}, \mathbf{X}^{\prime}\right) \mid \mathbf{X}\right)$. Let

$$
g(\mathbf{X})=L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right) .
$$

From (2.25) and (2.26) it follows that

$$
\begin{equation*}
|f(\mathbf{X})-g(\mathbf{X})| \leq \frac{2 \beta}{n} \tag{2.27}
\end{equation*}
$$

Since $X^{\prime}$ has the same distribution as $X$, the same bound holds for $\left|f\left(X^{\prime}\right)-g\left(X^{\prime}\right)\right|$ as well. Now clearly, $\left|F\left(X, X^{\prime}\right)\right| \leq 1$. Again, $\left|g(X)-g\left(X^{\prime}\right)\right| \leq 2 / n$, and therefore

$$
\left|f(X)-f\left(X^{\prime}\right)\right| \leq \frac{4(1+\beta)}{n}
$$

Combining everything, and applying Theorem 2.2.1 with $B=0$ and $C=2(1+\beta) / n$, we get

$$
\mathbb{P}(|f(\mathbf{X})| \geq t) \leq 2 \exp \left(-\frac{n t^{2}}{4(1+\beta)}\right)
$$

for all $t \geq 0$. From (2.27) it follows that

$$
\mathbb{P}(|g(\mathbf{X})| \geq t) \leq \mathbb{P}(|f(\mathbf{X})| \geq t-2 \beta / n) \leq 2 \exp \left(-\frac{n t^{2}}{8(1+\beta)}\right)
$$

for all $t \geq 8 \beta / n$. This completes the proof of the tail bound. The bound on the mean absolute value is an easy consequence of the tail bound.

Proof of Lemma 2.3.8. The proof is in two steps. In the first step we will get an error bound of order $n^{-1 / 2} \sqrt{\log n}$. In the second step we will improve it to $n^{-1 / 2}$. Define

$$
\Delta=\max _{1 \leq i<j \leq n}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| .
$$

By Lemma 2.3.7 and union bound we have

$$
\mathbb{P}(\Delta \geq t) \leq n^{2} \exp \left(-\frac{n t^{2}}{8(1+\beta)}\right)
$$

for all $t \geq 8 \beta / n$. Intuitively the above equation says that $\Delta$ is of the order of $\sqrt{\log n / n}$, in fact we have $\mathbb{E}\left(\Delta^{2}\right)=O(\log n / n)$. Clearly $\varphi$ is an increasing function. Hence we have

$$
\varphi\left(L_{\min }\right)^{2}-\Delta \leq L_{\min } \leq L_{\max } \leq \varphi\left(L_{\max }\right)^{2}+\Delta
$$

where $L_{\text {max }}=\max _{1 \leq i<j \leq n} L_{i j}$ and $L_{\text {min }}=\min _{1 \leq i<j \leq n} L_{i j}$.
Now assume that there exists a unique solution $u^{*}$ of the equation $\varphi(u)^{2}=u$ with $2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)<1$. For ease of notations, define the function $\psi(u)=\varphi(u)^{2}-u$. We have $\psi(0)>0>\psi(1), u^{*}$ is the unique solution to $\psi(u)=0$ and $\psi^{\prime}\left(u^{*}\right)<0$. It is easy to see that $\psi^{\prime}(u)=0$ has at most three solution $\left(\psi^{\prime}(u)=2 \beta \varphi(u)^{2}(1-\varphi(u))-1\right.$ is a third degree polynomial in $\varphi(u)$ and $\varphi$ is a strictly increasing function).

Hence there exist positive real numbers $\varepsilon, \delta$ such that $|\psi(u)|>\varepsilon$ if $\left|u-u^{*}\right|>\delta$. Note that $\psi(u)>0$ if $u<u^{*}$ and $\psi(u)<0$ is $u>u^{*}$. Decreasing $\varepsilon, \delta$ without loss of generality we can assume that

$$
\begin{equation*}
\inf _{0<\left|u-u^{*}\right| \leq \delta}\left[\frac{u-u^{*}}{-\psi(u)}\right]=c>0 . \tag{2.28}
\end{equation*}
$$

This is possible because $\psi^{\prime}\left(u^{*}\right)<0$. Note that $\psi\left(L_{\max }\right) \geq-\Delta$ and $\psi\left(L_{\min }\right) \leq \Delta$. Thus we have

$$
u^{*}-\delta \leq L_{\min } \leq L_{\max } \leq u^{*}+\delta
$$

when $\Delta<\varepsilon$. Using (2.28), $u^{*} \leq L_{\max } \leq u^{*}+\delta$ implies that $\left|L_{\max }-u^{*}\right| \leq c \Delta$ and $u^{*}-\delta \leq$ $L_{\min } \leq u^{*}$ implies that $\left|L_{\min }-u^{*}\right| \leq c \Delta$. Thus, when $\Delta<\varepsilon$, we have $\left|L_{\max }-u^{*}\right| \leq c \Delta$ and $\left|L_{\text {min }}-u^{*}\right| \leq c \Delta$ and in particular, $\left|L_{i j}-u^{*}\right| \leq c \Delta$ for all $i<j$. So we can bound the $L^{2}$ distance of $L_{i j}$ from $u^{*}$ by

$$
\mathbb{E}\left(L_{i j}-u^{*}\right)^{2} \leq c^{2} \mathbb{E}\left(\Delta^{2}\right)+\mathbb{P}(\Delta \geq \varepsilon) \leq K(\beta, h) \frac{\log n}{n}
$$

for all $i<j$.
Now let us move to the second step. Recall from (2.9) that

$$
\begin{equation*}
\mathbb{E}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| \leq \frac{C(1+\beta)^{1 / 2}}{n^{1 / 2}} \tag{2.29}
\end{equation*}
$$

for all $i<j$. Let $D_{i j}=L_{i j}-u^{*}$. Using Taylor expansion around $u^{*}$ upto degree one we have

$$
\begin{aligned}
\varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)-\varphi\left(u^{*}\right)^{2}= & \varphi\left(u^{*}\right)\left(\varphi\left(L_{i k}\right)-\varphi\left(u^{*}\right)\right)+\varphi\left(u^{*}\right)\left(\varphi\left(L_{j k}\right)-\varphi\left(u^{*}\right)\right) \\
& +\left(\varphi\left(L_{i k}\right)-\varphi\left(u^{*}\right)\right)\left(\varphi\left(L_{j k}\right)-\varphi\left(u^{*}\right)\right) \\
= & \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)\left(D_{i k}+D_{j k}\right)+R_{i j k}
\end{aligned}
$$

where $\mathbb{E}\left(\left|R_{i j k}\right|\right) \leq C \mathbb{E}\left(D_{i j}^{2}\right) \leq C n^{-1} \log n$ for some constant $C$ depending only on $\beta, h$. Thus

$$
\begin{align*}
\mathbb{E} \mid L_{i j} & \left.=\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)-D_{i j}+\frac{\varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)}{n} \sum_{k \notin\{i, j\}}\left(D_{i k}+D_{j k}\right) \right\rvert\,  \tag{2.30}\\
& \leq \frac{2 u^{*}}{n}+\frac{1}{n} \sum_{k \notin\{i, j\}} \mathbb{E}\left|R_{i j k}\right| \leq \frac{C \log n}{n} .
\end{align*}
$$

Here we used the fact that $u^{*}=\varphi\left(u^{*}\right)^{2}$. Combining (2.29) and (2.30) we have

$$
\mathbb{E}\left|D_{i j}-\frac{\varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)}{n} \sum_{k \notin\{i, j\}}\left(D_{i k}+D_{j k}\right)\right| \leq \frac{C}{\sqrt{n}}
$$

for all $i<j$. By symmetry, $\mathbb{E}\left|D_{i j}\right|$ is the same for all $i, j$. Thus finally we have

$$
\mathbb{E}\left|L_{i j}-u^{*}\right|=\mathbb{E}\left|D_{i j}\right| \leq \frac{1}{1-2 \varphi\left(u^{*}\right) \varphi^{\prime}\left(u^{*}\right)} \cdot \frac{C}{\sqrt{n}}=\frac{K(\beta, h)}{\sqrt{n}}
$$

where $K(\beta, h)$ is a constant depending on $\beta, h$.
When $\psi(u)=0$ has a unique solution at $u=u^{*}$ with $2 \psi\left(u^{*}\right) \psi^{\prime}\left(u^{*}\right)=1$, which happens at the critical point $\beta=(3 / 2)^{3}, h=\log 2-3 / 2$, instead of equation (2.28) we have

$$
\inf _{0<\left|u-u^{*}\right| \leq \delta}\left[\frac{\left(u-u^{*}\right)^{3}}{-\psi(u)}\right]=c>0
$$

since $\psi\left(u^{*}\right)=\psi^{\prime}\left(u^{*}\right)=\psi^{\prime \prime}\left(u^{*}\right)=0$ and $\psi^{\prime \prime \prime}\left(u^{*}\right)<0$. Then using a similar idea as above one can easily show that

$$
\mathbb{E}\left|L_{i j}-u^{*}\right| \leq K(\beta, h) n^{-1 / 6}
$$

for some constant $K$ depending on $\beta, h$. This completes the proof of the Lemma.
Remark. The proof becomes lot easier if we have

$$
\begin{equation*}
c:=\varphi(1) \cdot \sup _{0 \leq x \leq 1} \frac{\left|\varphi(x)-\varphi\left(u^{*}\right)\right|}{\left|x-u^{*}\right|}<\frac{1}{2} . \tag{2.31}
\end{equation*}
$$

This is because, by the triangle inequality we have

$$
\begin{align*}
\sum_{i<j}\left|L_{i j}-u^{*}\right| \leq & \sum_{i<j}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| \\
& +\sum_{i<j}\left(\frac{1}{n} \sum_{k \notin\{i, j\}}\left|\varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)-u^{*}\right|+\frac{2 u^{*}}{n}\right) . \tag{2.32}
\end{align*}
$$

Now recall that condition (2.31) says that $\varphi(1)\left|\varphi(x)-\varphi\left(u^{*}\right)\right| \leq c\left|x-u^{*}\right|$ for all $x \in[0,1]$. Moreover $L_{i j} \in[0,1]$ for all $i, j$, and $u^{*}=\varphi\left(u^{*}\right)^{2}$. Thus,

$$
\left|\varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)-u^{*}\right| \leq c\left|L_{i k}-u^{*}\right|+c\left|L_{j k}-u^{*}\right| .
$$

Combining everything we get

$$
\sum_{i<j}\left|L_{i j}-u^{*}\right| \leq \frac{\sum_{i<j}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right|+n u^{*}}{1-2 c}
$$

Taking expectation on both sides, and applying Lemma 2.3.7, we get

$$
\sum_{i<j} \mathbb{E}\left|L_{i j}-u^{*}\right| \leq \frac{C(1+\beta) n^{3 / 2}}{1-2 c}
$$

And this gives the required result. In fact using basic calculus results one can easily check that condition (2.31) is satisfied when $h \geq 0$ or $\beta \leq 2$.

Now we will prove that in the exponential random graph model, the number of edges and number of triangles also satisfy certain 'mean-field' relations.

Lemma 2.4.2. Recall that $E(\mathbf{x})$ and $T(\mathbf{x})$ denote the number of edges and number of triangles in the graph defined by the edge configuration $\mathbf{x} \in \Omega$. If $\mathbf{X}$ is drawn from the Gibbs' measure in Theorem 2.3.5, we have the bound

$$
\begin{aligned}
\mathbb{E}\left|E(\mathbf{X})-\sum_{i<j} \varphi\left(L_{i j}\right)\right| & \leq C(1+\beta)^{1 / 2} n \\
\mathbb{E}\left|\frac{T(\mathbf{X})}{n}-\frac{1}{3} \sum_{i<j} L_{i j} \varphi\left(L_{i j}\right)\right| & \leq C(1+\beta)^{1 / 2} n
\end{aligned}
$$

where and $C$ is a universal constant.
Proof. It is not difficult to see that

$$
\mathbb{E}\left(X_{i j} \mid\left(X_{k l}\right)_{(k, l) \neq(i, j)}\right)=\varphi\left(L_{i j}\right) .
$$

Let us create $\mathbf{X}^{\prime}$ by choosing $1 \leq i<j \leq n$ uniformly at random and replacing $X_{i j}$ with $X_{i j}^{\prime}$ drawn from the conditional distribution of $X_{i j}$ given $\left(X_{k l}\right)_{(k, l) \neq(i, j)}$. Let $F\left(\mathbf{X}, \mathbf{X}^{\prime}\right)=$ $\binom{n}{2}\left(X_{i j}-X_{i j}^{\prime}\right)$. Then

$$
f(\mathbf{X})=\mathbb{E}\left(F\left(\mathbf{X}, \mathbf{X}^{\prime}\right) \mid \mathbf{X}\right)=\sum_{k<l}\left(X_{k l}-\varphi\left(L_{k l}\right)\right)=E(\mathbf{X})-\sum_{k<l} \varphi\left(L_{k l}\right) .
$$

Now $\left|F\left(\mathbf{X}, \mathbf{X}^{\prime}\right)\right| \leq\binom{ n}{2}$ and $\left|f(\mathbf{X})-f\left(\mathbf{X}^{\prime}\right)\right| \leq 1+\beta$. Here we used the fact that $\left|\varphi^{\prime}(x)\right| \leq \beta / 4$. Combining the above result and Theorem 2.2 .1 with $B=0, C=\frac{1}{2}(1+\beta)\binom{n}{2}$, we get the required bound.

Similarly, if we define $F\left(\mathbf{X}, \mathbf{X}^{\prime}\right)=\binom{n}{2}\left(X_{i j} L_{i j}-X_{i j}^{\prime} L_{i j}\right)$. Then

$$
\begin{aligned}
f(\mathbf{X})=\mathbb{E}\left(F\left(\mathbf{X}, \mathbf{X}^{\prime}\right) \mid \mathbf{X}\right) & =\sum_{k<l}\left(X_{k l} L_{k l}-\varphi\left(L_{k l}\right) L_{k l}\right) \\
& =\frac{3}{n} T(\mathbf{X})-\sum_{k<l} \varphi\left(L_{k l}\right) L_{k l} .
\end{aligned}
$$

Again, $\left|F\left(\mathbf{X}, \mathbf{X}^{\prime}\right)\right| \leq\binom{ n}{2}$ and $\left|f(\mathbf{X})-f\left(\mathbf{X}^{\prime}\right)\right| \leq C(1+\beta)$. The bound follows easily as before.

The following result is an easy corollary of Lemma 2.3.8 and Lemma 2.4.2.
Corollary 2.4.3. Suppose the conditions of Theorem 2.3.5 are satisfied. Then we have

$$
\mathbb{E}\left|E(\mathbf{X})-\frac{n^{2} \varphi\left(u^{*}\right)}{2}\right| \leq C n^{3 / 2} \text { and } \mathbb{E}\left|\frac{T(\mathbf{X})}{n}-\frac{n^{2} \varphi\left(u^{*}\right)^{3}}{6}\right| \leq C n^{3 / 2}
$$

where $C$ is a constant depending only on $\beta, h$.
Lemma 2.4.4. Suppose the conditions of Theorem 2.3.5 are satisfied. Let $T_{n}$ be the number of triangles in the Erdös-Rényi graph $G(n, \varphi(0))$. Then there is a constant $K(\beta, h)$ depending only on $\beta$ and $h$ such that for all $n$

$$
\left|\frac{\log \mathbb{P}\left(\left|T_{n}-\binom{n}{3} \varphi\left(u^{*}\right)^{3}\right| \leq K(\beta, h) n^{5 / 2}\right)}{n^{2}}-\frac{-I\left(\varphi\left(u^{*}\right), \varphi(0)\right)}{2}\right| \leq \frac{K(\beta, h)}{\sqrt{n}} .
$$

Proof. Let $X$ be drawn from the Gibbs' measure in Theorem 2.3.5 with parameters $\beta, h$. From corollary 2.4.3 we see that there exists a constant $K(\beta, h)$ such that (for all $n$ )

$$
\mathbb{P}\left(\left|E(X)-\frac{n^{2} \varphi\left(u^{*}\right)}{2}\right| \leq K(\beta, h) n^{3 / 2}\right) \geq \frac{3}{4}
$$

and

$$
\mathbb{P}\left(\left|\frac{T(X)}{n}-\frac{n^{2} \varphi\left(u^{*}\right)^{3}}{6}\right| \leq K(\beta, h) n^{3 / 2}\right) \geq \frac{3}{4}
$$

Now let

$$
A=\left\{x \in\{0,1\}^{n}:\left|\frac{T(x)}{n}-\frac{n^{2} \varphi\left(u^{*}\right)^{3}}{6}\right| \leq K(\beta, h) n^{3 / 2}\right\}
$$

and

$$
B=A \cap\left\{x \in\{0,1\}^{n}:\left|E(x)-\frac{n^{2} \varphi\left(u^{*}\right)}{2}\right| \leq K(\beta, h) n^{3 / 2}\right\}
$$

Now suppose $Y=\left(Y_{i j}\right)_{1 \leq i<j \leq n}$ is a collection of i.i.d. random variables satisfying $\mathbb{P}\left(Y_{i j}=\right.$ $1)=1-\mathbb{P}\left(Y_{i j}=0\right)=\varphi(0)$ and $Z=\left(Z_{i j}\right)_{1 \leq i<j \leq n}$ is another collection of i.i.d. random variables with $\mathbb{P}\left(Z_{i j}=1\right)=1-\mathbb{P}\left(Z_{i j}=0\right)=\varphi\left(u^{*}\right)$. Without loss of generality we can
assume that $K(\beta, h)$ was chosen large enough to ensure that (again, for all $n) \mathbb{P}(Z \in A) \geq$ $1 / 2$ and $\mathbb{P}(Z \in B) \geq 1 / 2$. Now, it follows directly from the definition of $A$ and Lemma 2.4.1 that

$$
\begin{align*}
& \left|\log \sum_{x \in A} e^{h E(x)}-\log \sum_{x \in A} e^{\frac{\beta T(x)}{n}+h E(x)}+\frac{\beta n^{2} \varphi\left(u^{*}\right)^{3}}{6}\right| \\
& =\left|\log \sum_{x \in A} e^{h E(x)+\frac{\beta n^{2} \varphi\left(u^{*}\right)^{3}}{6}}-\log \sum_{x \in A} e^{\frac{\beta T(x)}{n}+h E(x)}\right|  \tag{2.33}\\
& \leq \beta \max _{x \in A}\left|\frac{T(x)}{n}-\frac{n^{2} \varphi\left(u^{*}\right)^{3}}{6}\right| \leq \beta K(\beta, h) n^{3 / 2} .
\end{align*}
$$

Next, observe that

$$
\begin{align*}
& \left|\log \sum_{x \in A} e^{\frac{\beta T(x)}{n}+h E(x)}-\log \sum_{x \in \Omega} e^{\frac{\beta T(x)}{n}+h E(x)}\right|  \tag{2.34}\\
& =|\log \mathbb{P}(X \in A)| \leq|\log (3 / 4)|
\end{align*}
$$

Similarly we have

$$
\begin{align*}
& \left|\log \sum_{x \in B} e^{\frac{\beta T(x)}{n}+h E(x)}-\log \sum_{x \in \Omega} e^{\frac{\beta T(x)}{n}+h E(x)}\right|  \tag{2.35}\\
& =|\log \mathbb{P}(X \in B)| \leq|\log (1 / 2)|
\end{align*}
$$

where we used the fact that $\mathbb{P}(X \in A \cap C) \geq \mathbb{P}(X \in A)+\mathbb{P}(X \in C)-1$. Combining the last two inequalities, we get

$$
\begin{equation*}
\left|\log \sum_{x \in A} e^{\frac{\beta T(x)}{n}+h E(x)}-\log \sum_{x \in B} e^{\frac{\beta T(x)}{n}+h E(x)}\right| \leq \log (8 / 3) . \tag{2.36}
\end{equation*}
$$

Next, note that by the definition of $B$ and Lemma 2.4.1, we have that for any $h^{\prime}$,

$$
\begin{align*}
& \left|\log \sum_{x \in B} e^{\frac{\beta T(x)}{n}+h E(x)}-\frac{n^{2}\left(h-h^{\prime}\right) \varphi\left(u^{*}\right)}{2}-\frac{\beta n^{2} \varphi\left(u^{*}\right)^{3}}{6}-\log \sum_{x \in B} e^{h^{\prime} E(x)}\right| \\
& \leq \sup _{x \in B}\left|\frac{\beta T(x)}{n}+h E(x)-\frac{n^{2}\left(h-h^{\prime}\right) \varphi\left(u^{*}\right)}{2}-\frac{\beta n^{2} \varphi\left(u^{*}\right)^{3}}{6}-h^{\prime} E(x)\right|  \tag{2.37}\\
& \leq\left(\beta+\left|h-h^{\prime}\right|\right) K(\beta, h) n^{3 / 2} .
\end{align*}
$$

Now choose $h^{\prime}=\log \frac{\varphi\left(u^{*}\right)}{1-\varphi\left(u^{*}\right)}$. Then

$$
\begin{equation*}
\left|\log \sum_{x \in B} e^{h^{\prime} E(x)}-\log \sum_{x \in \Omega} e^{h^{\prime} E(x)}\right|=|\log \mathbb{P}(Z \in B)| \leq \log 2 \tag{2.38}
\end{equation*}
$$

Adding up (2.33), (2.36), (2.37), and (2.38), and using the triangle inequality, we get

$$
\begin{equation*}
\left|\log \sum_{x \in A} e^{h E(x)}-\frac{n^{2}\left(h-h^{\prime}\right) \varphi\left(u^{*}\right)}{2}-\log \sum_{x \in \Omega} e^{h^{\prime} E(x)}\right| \leq K^{\prime}(\beta, h) n^{3 / 2} \tag{2.39}
\end{equation*}
$$

where $K^{\prime}(\beta, h)$ is a constant depending only on $\beta, h$. For any $s \in \mathbb{R}$, a trivial verification shows that

$$
\log \sum_{x \in \Omega} e^{s E(x)}=\binom{n}{2} \log \left(1+e^{s}\right)
$$

Again, note that $\log \mathbb{P}(Y \in A)=\log \sum_{x \in A} e^{h E(x)}-\log \sum_{x \in \Omega} e^{h E(x)}$. Therefore it follows from inequality (2.39) that

$$
\left|\frac{\log \mathbb{P}(Y \in A)}{n^{2}}-\frac{\left(h-h^{\prime}\right) \varphi\left(u^{*}\right)+\log \left(1+e^{h^{\prime}}\right)-\log \left(1+e^{h}\right)}{2}\right| \leq \frac{K^{\prime}(\beta, h)}{\sqrt{n}}
$$

Now $h=\log \frac{\varphi(0)}{1-\varphi(0)}$ and $h^{\prime}=\log \frac{\varphi\left(u^{*}\right)}{1-\varphi\left(u^{*}\right)}$. Also, $\log \left(1+e^{h}\right)=-\log (1-\varphi(0))$ and $\log (1+$ $\left.e^{h^{\prime}}\right)=-\log \left(1-\varphi\left(u^{*}\right)\right)$. Substituting these in the above expression, we get

$$
\left|\frac{\log \mathbb{P}(Y \in A)}{n^{2}}-\frac{-I\left(\varphi\left(u^{*}\right), \varphi(0)\right)}{2}\right| \leq \frac{K^{\prime}(\beta, h)}{\sqrt{n}} .
$$

This completes the proof of the Lemma.

We are now ready to finish the proof of Theorem 2.3.5.
Proof of Theorem 2.3.5. Note that by adding the terms in (2.35), (2.37), and (2.38) from the proof of Lemma 2.4.4, and applying the triangle inequality, we get

$$
\left|\frac{\log Z_{n}(\beta, h)}{n^{2}}-\frac{\left(h-h^{\prime}\right) \varphi(u)}{2}-\frac{\beta \varphi(u)^{3}}{6}-\frac{1}{2} \log \left(1+e^{h^{\prime}}\right)\right| \leq \frac{K(\beta, h)}{\sqrt{n}}
$$

This can be rewritten as

$$
\left|\frac{\log Z_{n}(\beta, h)}{n^{2}}+\frac{I(\varphi(u), \varphi(0))+\log (1-\varphi(0))}{2}-\frac{\beta \varphi(u)^{3}}{6}\right| \leq \frac{K(\beta, h)}{\sqrt{n}}
$$

This completes the proof of Theorem 2.3.5.
Note that the proof of Theorem 2.3.5 contains a proof for the lower bound in the general case. We provide the proof below for completeness.

Proof of Lemma 2.3.6. Fix any $r \in(0,1)$. Define the set $B_{r}$ as

$$
B_{r}=\left\{x \in\{0,1\}^{n}:\left|\frac{T(x)}{n}-\frac{n^{2} r^{3}}{6}\right| \leq K(r) n^{3 / 2},\left|E(x)-\frac{n^{2} r}{2}\right| \leq K(r) n^{3 / 2}\right\}
$$

where $K(r)$ is chosen in such a way that $\mathbb{P}\left(Z \in B_{r}\right) \geq 1 / 2$ where $Z=\left(\left(Z_{i j}\right)\right)_{i<j}$ and $Z_{i j}$ 's are i.i.d. Bernoulli $(r)$. From the proof of Lemma 2.4.4 it is easy to see that

$$
\left|\log \sum_{x \in B_{r}} e^{\frac{\beta T(x)}{n}+h E(x)}-\frac{n^{2}}{2}\left(\left(h-h^{\prime}\right) r+\frac{\beta r^{3}}{3}+\log \left(1+e^{h^{\prime}}\right)\right)\right| \leq K^{\prime} n^{3 / 2}
$$

where $h^{\prime}=\log \frac{r}{1-r}$ and $K^{\prime}$ is a constant depending on $\beta, h, r$. Simplifying we have

$$
\begin{align*}
\frac{2}{n^{2}} \log Z_{n}(\beta, h) & \geq \frac{2}{n^{2}} \log \sum_{x \in B_{r}} e^{\frac{\beta T(x)}{n}+h E(x)} \\
& \geq \frac{\beta r^{3}}{3}+\log (1-p)-I(r, p)-\frac{K^{\prime}}{\sqrt{n}} \tag{2.40}
\end{align*}
$$

for all $r$ where $p=e^{h} /\left(1+e^{h}\right)$. Now taking limit as $n \rightarrow \infty$ and maximizing over $r$ we have the first inequality (2.7). Given $\beta$, $h$, define the function

$$
f(r)=\frac{\beta r^{3}}{3}+\log (1-p)-I(r, p)
$$

where $p=e^{h} /\left(1+e^{h}\right)$. One can easily check that $f^{\prime}(r) \gtreqless 0$ iff $\varphi(u)^{2}-u \gtreqless 0$ for $u=r^{2}$. From this fact the second equality follows.

Lemma 2.4.5. Let $T_{n}$ be the number of triangles in the Erdös-Rényi graph $G(n, \varphi(0))$. Then there is a constant $K(\beta, h)$ depending only on $\beta$ and $h$ such that for all $n$

$$
\frac{\log \mathbb{P}\left(T_{n} \geq\binom{ n}{3} \varphi\left(u^{*}\right)^{3}\right)}{n^{2}} \leq \frac{-I\left(\varphi\left(u^{*}\right), \varphi(0)\right)}{2}+\frac{K(\beta, h)}{\sqrt{n}} .
$$

Proof. By Markov's inequality, we have

$$
\frac{\log \mathbb{P}\left(T_{n} \geq\binom{ n}{3} \varphi\left(u^{*}\right)^{3}\right)}{n^{2}} \leq-\frac{\beta}{n^{3}}\binom{n}{3} \varphi\left(u^{*}\right)^{3}+\frac{\mathbb{E}\left(e^{\beta T_{n} / n}\right)}{n^{2}} .
$$

From the last part of Theorem 2.3.5, it is easy to obtain an optimal upper bound of the second term on the right hand side, which finishes the proof of the Lemma.

Proof of Theorem 2.3.4. Given $p$ and $r$, if for all $r^{\prime}$ belonging to a small neighborhood of $r$ there exist $\beta$ and $h$ satisfying the conditions of Theorem 2.3.5 such that $\varphi(0)=p$ and $\varphi\left(u^{*}\right)=r^{\prime}$, then a combination of Lemma 2.4.4 and Lemma 2.4.5 implies the conclusion of Theorem 2.3.4. If $p \geq p_{0}=2 /\left(2+e^{3 / 2}\right)$, we can just choose $h \geq h_{0}=-\log 2-3 / 2$ such that $p=e^{h} /\left(1+e^{h}\right)$ and conclude, from Theorem 2.3.5, Lemma 2.4.4 and Lemma 2.3.9, that the large deviations limit holds for any $\beta \geq 0$. Varying $\beta$ between 0 and $\infty$, it is possible to get for any $r \geq p$ a $\beta$ such that $\varphi\left(u^{*}\right)=r$.

For $p \leq p_{0}$, we again choose $h$ such that $\varphi(0)=p$. Note that $h \leq h_{0}$. The large deviations limit should hold for any $r \geq p$ for which there exists $\beta>0$ such that $r=\varphi\left(u^{*}\right)=\sqrt{u^{*}}$ and $(h, \beta) \in S$. It is not difficult to verify that given $h, u^{*}$ is a continuously increasing function of $\beta$ in the regime for which $(h, \beta) \in S$. Recall the settings of Lemma 2.3.9. Thus, the values of $r$ that is allowed is in the set $\left(p, p_{*}\right) \cup\left(p^{*}, 1\right]$, where $p^{*}, p_{*}$ are the unique non-touching solutions to the equations

$$
\sqrt{p^{*}}=\frac{e^{\beta_{*}(h) p^{*}+h}}{1+e^{\beta_{*}(h) p^{*}+h}}, \sqrt{p_{*}}=\frac{e^{\beta^{*}(h) p_{*}+h}}{1+e^{\beta^{*}(h) p_{*}+h}} .
$$

This completes the proof of Theorem 2.3.4.

Finally, let us round up by proving Lemma 2.3.9.
Proof of Lemma 2.3.9. Fix $h \in \mathbb{R}$. Define the function

$$
\psi(x ; h, \beta):=\varphi(x ; h, \beta)^{2}-x
$$

where

$$
\varphi(x ; h, \beta)=\frac{e^{\beta x+h}}{1+e^{\beta x+h}} \text { for } x \in[0,1] .
$$

For simplicity, we will omit $\beta, h$ in $\varphi(x ; \beta, h)$ and $\psi(x ; \beta, h)$ when there is no chance of confusion. Note that $\psi(0)>0>\psi(1)$. Hence the equation $\varphi(x ; \beta, h)=0$ has at least one solution. Also we have $\psi^{\prime}(x)=2 \beta \varphi(x)^{2}(1-\varphi(x))-1$ and $\varphi$ is strictly increasing. Hence the equation $\psi^{\prime}(x)=0$ has at most three solutions. So either the function $\psi$ is strictly decreasing or there exist two numbers $0<a<b<1$ such that $\psi$ is strictly decreasing in $[0, a] \cup[b, 1]$ and strictly increasing in $[a, b]$. From the above observations it is easy to see that the equation $\psi(x)=0$ has at most three solutions for any $\beta, h$. If $\psi(x)=0$ has exactly two solutions then $\psi^{\prime}=0$ at one of the solution.

Let $u_{*}=u_{*}(h, \beta)$ and $u^{*}=u^{*}(h, \beta)$ be the smallest and largest solutions of $\psi(x ; h, \beta)=0$ respectively. If $u_{*}=u^{*}$ we have a unique solution of $\psi(x)=0$. From the fact that $\frac{\partial}{\partial \beta} \psi(x ; h, \beta)>0$ for all $x \in[0,1], \beta \geq 0, h \in \mathbb{R}$ we can deduce that given $h, u_{*}(h, \beta)$ and $u^{*}(h, \beta)$ are increasing functions of $\beta$. Note that $u_{*}$ is left continuous and $u^{*}$ is right continuous in $\beta$ given $h$. Also note that given $h \in \mathbb{R}, u^{*}=u_{*}$ if $\beta>0$ is very small or very large. So we can define $\beta_{*}(h)$ and $\beta^{*}(h)$ such that for $\beta<\beta_{*}(h)$ and for $\beta>\beta^{*}(h)$ we have $u_{*}(h, \beta)=u^{*}(h, \beta) . \beta_{*}$ is the largest and $\beta^{*}$ is the smallest such number.

Therefore, we can deduce that at $\beta=\beta_{*}(h), \beta^{*}(h)$ the equation $\psi(x ; h, \beta)=0$ has exactly two solutions. Thus we have two real numbers $x_{*}, x^{*} \in[0,1]$ such that

$$
\varphi(x)^{2}=x \text { and } 2 \beta \varphi(x)^{2}(1-\varphi(x))=1
$$

for $(x, \beta)=\left(x_{*}, \beta_{*}\right)$ or $\left(x^{*}, \beta^{*}\right)$. Thus we have $2 \beta x(1-\sqrt{x})=1$ and

$$
h=\log \frac{\sqrt{x}}{1-\sqrt{x}}-\frac{1}{2(1-\sqrt{x})}
$$

for $x=x_{*}, x^{*}$. Define $a_{*}=x_{*}^{-1 / 2}-1$ and $a^{*}=\left(x^{*}\right)^{-1 / 2}-1$. Note that $x=(1+a)^{-2}, \beta=$ $(1+a)^{3} / 2 a^{2}$ for $(x, a, \beta)=\left(x_{*}, a_{*}, \beta_{*}\right)$ or $\left(x^{*}, a^{*}, \beta^{*}\right)$ and we have

$$
\begin{equation*}
h=-\log a-\frac{1+a}{2 a} \tag{2.41}
\end{equation*}
$$

for $a=a_{*}, a^{*}$. Now the function $g(x)=-\log x-(1+x) / 2 x$ is strictly increasing for $x \in(0,1 / 2]$ and strictly decreasing for $x \geq 1 / 2$. So equation (2.41) has no solution for $h \geq g(1 / 2)=\log 2-3 / 2=: h_{0}$. For $h<h_{0}$ equation (2.41) has exactly two solutions and for $h=h_{0}$ equation (2.41) has one solution. One can easily check that $\beta_{*} \leq \beta^{*}$ implies that $a_{*} \leq a^{*}$. Also from the fact that (2.41) has at most two solutions, we have that for $\beta \in\left(\beta_{*}, \beta^{*}\right)$ the equation $\psi(u)=0$ has exactly three solutions.


Figure 2.5: The function $\psi(\cdot)$ for $(h, \beta)=\gamma(1 / 4)$.

Proof of Lemma 2.3.10. For simplicity we will prove the result only for the lower boundary part, that is, for $(h, \beta)=\gamma(t)$ with $t<1 / 2$. The proof for the upper boundary is similar. Fix $t<1 / 2$. Let us briefly recall the setup. The function $\psi(u)=\varphi(u)^{2}-u$ has two roots at $0<u^{*}<v^{*}<1$ and $\psi^{\prime}\left(u_{*}\right)<0$ while $\psi^{\prime}\left(v^{*}\right)=0, \psi^{\prime \prime}\left(v^{*}\right)<0$.

Define the function

$$
f(r)=\frac{\beta r^{3}}{3}+\log (1-p)-I(r, p) \text { for } r \in(0,1) .
$$

From the proof of Lemma 2.3.6 and the fact that $\psi^{\prime}(u)<0$ for $u \in\left(u^{*}, v^{*}\right)$ it is easy to see that $f\left(\varphi\left(u^{*}\right)\right)>f\left(\varphi\left(v^{*}\right)\right)$ and

$$
\begin{equation*}
\frac{2}{n^{2}} \log Z_{n}(\beta, h) \geq f\left(\varphi\left(u^{*}\right)\right)-\frac{K}{\sqrt{n}} \tag{2.42}
\end{equation*}
$$

where $K$ depends on $\beta$, $h$. Now, using the same idea used in the proof of Lemma 2.3.8, we have

$$
\mathbb{P}(\Delta \geq t) \leq n^{2} \exp \left(-\frac{n t^{2}}{8(1+\beta)}\right)
$$

for all $t \geq 8 \beta / n$ and $\psi\left(L_{\max }\right) \geq-\Delta, \psi\left(L_{\min }\right) \leq \Delta$ where

$$
\Delta=\max _{1 \leq i<j \leq n}\left|L_{i j}-\frac{1}{n} \sum_{k \notin\{i, j\}} \varphi\left(L_{i k}\right) \varphi\left(L_{j k}\right)\right| .
$$

Hence there exists $\varepsilon_{0}>0, c>0$ such that whenever $\Delta<\varepsilon_{0}$ we have $L_{\min } \geq u^{*}-c \Delta$ and either $L_{\max } \leq u^{*}+c \Delta$ or $\left|L_{\max }-v^{*}\right| \leq c \sqrt{\Delta}$. Define

$$
\begin{equation*}
U=\left\{L_{\max }<\left(u^{*}+v^{*}\right) / 2\right\} . \tag{2.43}
\end{equation*}
$$

Then again using the idea used in Lemma 2.3.8 one can easily show that

$$
\mathbb{E}\left(\mathbb{1}_{U} \cdot\left|L_{i j}-u^{*}\right|\right) \leq \frac{K(\beta, h)}{n^{1 / 2}} \text { for all } i<j
$$

We will show that $\mathbb{P}\left(U^{c}\right) \leq(\log n)^{2} / n$ and it will imply that

$$
\mathbb{E}\left(\left|L_{i j}-u^{*}\right|\right) \leq \mathbb{E}\left(\mathbb{1}_{U} \cdot\left|L_{i j}-u^{*}\right|\right)+\mathbb{P}\left(U^{c}\right) \leq \frac{K(\beta, h)}{n^{1 / 2}} \text { for all } i<j
$$

Then the rest of the assertions follow using the steps in the proof of Theorem 2.4.4.
Hence let us concentrate on the event $U^{c}$. It is enough to restrict to the event $U^{c} \cap\left\{\left|L_{\max }-v^{*}\right| \leq c \sqrt{\Delta}\right\} \cap\left\{L_{\min } \geq u^{*}-c \Delta\right\}$. Here the rough idea is that, a large fraction of $L_{i j}$ 's has to be near $v^{*}$ in order to make $L_{\max } \simeq v^{*}$. Suppose $L_{\max }=L_{i_{0} j_{0}}$. Define the set

$$
A=\left\{k: L_{i_{0} k}<L_{\max }-\delta_{1}\right\}
$$

where $\delta_{1}$ will be chosen later such that $\delta_{1}+c \sqrt{\Delta}<v^{*}-u^{*}$. Note that $\varphi(u)^{2} \leq \max \left\{u, u^{*}\right\}$ for all $u$ and by assumption $\left|L_{\max }-v^{*}\right| \leq c \sqrt{\Delta}$. Thus $\varphi\left(L_{i j}\right) \leq \sqrt{L_{\max }}$ for all $i, j$ and $\varphi\left(L_{i_{0} k}\right) \leq \sqrt{L_{\max }-\delta_{1}} \leq \sqrt{L_{\max }}\left(1-\delta_{1} / 2\right)$ for $k \in A$. Thus we have

$$
L_{\max }=L_{i_{0} j_{0}} \leq \Delta+\frac{1}{n} \sum_{k \neq i_{0}, j_{0}} \varphi\left(L_{i_{0} k}\right) \varphi\left(L_{j_{0} k}\right) \leq \Delta+L_{\max }-\frac{|A| \delta_{1}}{2 n}
$$

which clearly implies that $\frac{|A|}{n} \leq \frac{2 \Delta}{\delta_{1}}$. Similarly define the set $A_{j}=\left\{k: L_{j k}<L_{\max }-\delta_{2}\right\}$ where $\delta_{2}$ will be chosen later such that $\delta_{2}+c \sqrt{\Delta}<v^{*}-u^{*}$. Using same idea as before, for $j \notin A$ we have

$$
L_{\max }-\delta_{1} \leq L_{i_{0} j} \leq \Delta+L_{\max }-\frac{\left|A_{j}\right| \delta_{2}}{2 n} \text { or } \frac{\left|A_{j}\right|}{n} \leq \frac{2\left(\Delta+\delta_{1}\right)}{\delta_{2}}:=M(\text { say })
$$

Choose $\delta_{2}=\Delta^{1 / 5}, \delta_{1}=\Delta^{3 / 5}$. Then we have

$$
\begin{aligned}
\sum_{i<j}\left|L_{i j}-L_{\max }\right|^{2} & \leq \frac{n|A|+n M+n^{2} \delta_{2}^{2}}{2} \\
& \leq \frac{n^{2} \Delta}{\delta_{1}}+\frac{n^{2}\left(\Delta+\delta_{1}\right)}{\delta_{2}}+\frac{n^{2} \delta_{2}^{2}}{2} \leq 4 n^{2} \Delta^{2 / 5}
\end{aligned}
$$

Thus, by symmetry and Hölders' inequality, we have

$$
\begin{align*}
\mathbb{E}\left(\mathbb{1}_{U^{c}} \cdot\left|L_{i j}-v^{*}\right|^{2}\right) \leq K \mathbb{E}\left(\mathbb{1}_{U^{c}} \cdot \Delta^{2 / 5}\right) & \leq K \mathbb{P}\left(U^{c}\right)^{9 / 10} \cdot \mathbb{E}\left(\Delta^{4}\right)^{1 / 10} \\
& \leq \frac{K(\log n)^{1 / 5}}{n^{1 / 5}} \mathbb{P}\left(U^{c}\right)^{9 / 10} \tag{2.44}
\end{align*}
$$

for some constant $K$. Now using lemma 2.4.2 and equation (2.44) we have,

$$
\begin{align*}
\mathbb{E}\left[\left.\left|E(\mathbf{X})-\frac{n^{2} \varphi\left(v^{*}\right)}{2}\right| \right\rvert\, U^{c}\right] & \leq \frac{C n^{9 / 5}(\log n)^{1 / 5}}{\mathbb{P}\left(U^{c}\right)^{1 / 10}} \\
\text { and } \mathbb{E}\left[\left.\left|\frac{T(\mathbf{X})}{n}-\frac{n^{2} \varphi\left(v^{*}\right)^{3}}{6}\right| \right\rvert\, U^{c}\right] & \leq \frac{C n^{9 / 5}(\log n)^{1 / 5}}{\mathbb{P}\left(U^{c}\right)^{1 / 10}} \tag{2.45}
\end{align*}
$$

If $\mathbb{P}\left(U^{c}\right)>(\log n)^{2} / n$, from inequality (2.45) we have

$$
\begin{array}{r}
\mathbb{P}\left(\left.\left|E(\mathbf{X})-\frac{n^{2} \varphi\left(v^{*}\right)}{2}\right| \geq K n^{19 / 10} \right\rvert\, U^{c}\right) \leq \frac{1}{4} \\
\text { and } \mathbb{P}\left(\left.\left|\frac{T(\mathbf{X})}{n}-\frac{n^{2} \varphi\left(v^{*}\right)^{3}}{6}\right| \geq K n^{19 / 10} \right\rvert\, U^{c}\right) \leq \frac{1}{4}
\end{array}
$$

for some large constant $K$ depending on $\beta, h$. Now define the set

$$
B=\left\{x \in\{0,1\}^{n}:\left|\frac{T(x)}{n}-\frac{n^{2} \varphi\left(v^{*}\right)^{3}}{6}\right| \leq K n^{19 / 10},\left|E(x)-\frac{n^{2} \varphi\left(v^{*}\right)}{2}\right| \leq K n^{19 / 10}\right\} .
$$

Using the same idea used in the proof of lemma 2.4.4 one can again show that

$$
\left|\frac{2}{n^{2}} \log \left(Z_{n} \mathbb{P}\left(U^{c}\right)\right)-f\left(\varphi\left(v^{*}\right)\right)\right| \leq \frac{K}{n^{1 / 10}}
$$

for some constant $K$ depending on $\beta, h$. The crucial fact is that $\mathbb{P}\left(\left\{L_{\max }(\mathbf{Z})>\left(u^{*}+\right.\right.\right.$ $\left.\left.\left.v^{*}\right) / 2\right\} \cap\{\mathbf{Z} \in B\}\right)$ is bounded away from zero when $\mathbf{Z}=\left(\left(Z_{i j}\right)\right)_{i<j} \sim \mathrm{G}\left(n, \varphi\left(v^{*}\right)\right)$. Thus we have

$$
\left|\frac{2}{n^{2}} \log Z_{n}-f\left(\varphi\left(v^{*}\right)\right)\right| \leq \frac{K}{n^{1 / 10}} .
$$

But this leads to a contradiction, since by equation (2.42) we have

$$
\frac{2}{n^{2}} \log Z_{n}(\beta, h) \geq f\left(\varphi\left(u^{*}\right)\right)-\frac{K}{\sqrt{n}}
$$

and $f\left(\varphi\left(u^{*}\right)\right)>f\left(\varphi\left(v^{*}\right)\right)$. Thus we have $\mathbb{P}\left(U^{c}\right) \leq(\log n)^{2} / n$ and we are done.

### 2.4.2 Proof of the large deviation result for general subgraph count

We will prove Theorem 2.3.12 first. The proof follows the same line as the proof of Theorem 2.3.5.

Proof of Theorem 2.3.12. Recall the definition of $L_{i j}$,

$$
\begin{equation*}
L_{i j}:=\frac{N\left(\mathbf{X}_{(i, j)}^{1}\right)-N\left(\mathbf{X}_{(i, j)}^{0}\right)}{(n-2)_{\boldsymbol{v}_{F}-2}} \text { for } i<j \text {. } \tag{2.46}
\end{equation*}
$$

In fact we can write $L_{i j}$ explicitly as a horrible sum

$$
L_{i j}=\frac{1}{\alpha_{F}(n-2)_{v_{F}-2}} \sum_{\substack{t_{1}<t_{2}<\cdots<t_{v_{F}-2} \\ t_{l} \in[n]\{\{i, j\} \text { for all } l}} \sum_{\substack{(a, b) \in E(F)}} \sum_{\substack{\prime}} \prod_{\substack{(k, l) \in E(F) \\(k, l) \neq(a, b)}} X_{\pi_{k} \pi_{l}}
$$

where the sum $\sum^{\prime}$ is over all one-one onto map $\pi$ from $V(F)=\left[\boldsymbol{v}_{F}\right]$ to $\left\{a, b, t_{1}, \ldots, t_{\boldsymbol{v}_{F-2}}\right\}$ where $\{\pi(a), \pi(b)\}=\{i, j\}$. Now we briefly state the main steps. First we have $\mathbb{E}\left(X_{i j} \mid\right.$ rest $)=\varphi\left(L_{i j}\right)$. Moreover, using lemma 2.4.1 it is easy to see that

$$
\mid \mathbb{E}\left(\prod_{j=1}^{k} X_{i_{2 j-1} i_{2 j}} \mid \text { rest }\right)-\prod_{j=1}^{k} \varphi\left(L_{i_{2 j-1} i_{2 j}}\right) \mid \leq C \beta / n
$$

for every distinct pairs $\left(i_{1}, i_{2}\right), \ldots,\left(i_{2 k-1}, i_{2 k}\right)$ where $C$ is an universal constant.
Now, fix $1 \leq i<j \leq n$. Given a configuration $\mathbf{X}$, construct another one $\mathbf{X}^{\prime}$ in the following way. Choose $\boldsymbol{v}_{F}-2$ distinct points uniformly at random without replacement from $[n] \backslash\{i, j\}$. Replace the coordinates in $\mathbf{X}$ corresponding to the edges in the complete subgraph formed by the chosen points including $i, j$ (except that we do not change $X_{i j}$ ) by values drawn from the conditional distribution given the rest of the edges. Call the new configuration $\mathbf{X}^{\prime}$. Define the antisymmetric function $F\left(\mathbf{X}, \mathbf{X}^{\prime}\right):=(n-2)_{\boldsymbol{v}_{F}-2}\left(L_{i j}-L_{i j}^{\prime}\right)$. and $f(\mathbf{X}):=\mathbb{E}\left(F\left(\mathbf{X}, \mathbf{X}^{\prime}\right) \mid \mathbf{X}\right)$. Using the same idea as before and Theorem 2.2.1 we have

$$
\begin{equation*}
\mathbb{P}\left(\left|L_{i j}-g_{i j}\right| \geq t\right) \leq \exp \left(-c n t^{2} /(1+\beta)\right) \tag{2.47}
\end{equation*}
$$

where $c$ is an absolute constant and $g_{i j}$ is obtained from $L_{i j}$ by replacing $X_{k l}$ by $\varphi\left(L_{k l}\right)$ for all $k<l$. Note that there is a slight difference with the calculation in the triangle case, since we have to consider collections of edges where some are modified and some are not. But their contribution will be of the order of $n^{-1}$. Also the conditions on $\varphi$ arises in the following way, if all the $L_{i j}$ 's are constant, say equal to $u$, then from the "mean-field equations" for $L_{i j}$ 's we must have

$$
\begin{aligned}
u & \approx \frac{1}{\alpha_{F}(n-2)_{\boldsymbol{v}_{F}-2}} \sum_{\substack{t_{1}<t_{2}<\cdots<t_{\boldsymbol{v}_{F}-2} \\
t_{l} \in[n] \backslash\{i, j\} \text { for all } l}} \sum_{(a, b) \in E(F)} \sum_{\pi}^{\prime} \varphi(u)^{\boldsymbol{e}_{F}-1} \\
& =\frac{2 \boldsymbol{e}_{F}}{\alpha_{F}} \varphi(u)^{\boldsymbol{e}_{F}-1}
\end{aligned}
$$

The next step is to show that under the conditions on $\varphi$, we have $\mathbb{E}\left|L_{i j}-u^{*}\right| \leq$ $K n^{-1 / 2}$ for all $i<j$ where $K=K(\beta, h)$ is a constant depending only on $\beta, h$. The crucial fact is that the behavior of the function $\varphi(u)^{k}-a u$ where $a>0$ is a positive constant and $k \geq 2$ is a fixed integer, is same as the behavior of the function $\varphi(u)^{2}-u$.

Now it will follow (using the same proof used for lemma 2.4.2) that

$$
\begin{aligned}
\mathbb{E}\left|E(\mathbf{X})-\frac{n^{2} \varphi\left(u^{*}\right)}{2}\right| & \leq C n^{3 / 2} \\
\text { and } \mathbb{E}\left|N(\mathbf{X})-\frac{(n)_{\boldsymbol{v}_{F}} \varphi\left(u^{*}\right)^{\boldsymbol{e}_{F}}}{\alpha_{F}}\right| & \leq C n^{\boldsymbol{v}_{F}-1 / 2}
\end{aligned}
$$

where $C$ is a constant depending only on $\beta, h$. The rest of the proof follows using the arguments used in the proof of Theorem 2.3.5.

Proof of Theorem 2.3.11. Using the method of proof for the triangle case and the result from Theorem 2.3.12 the proof follows easily.

Proof of Lemma 2.3.13. The proof is same as the proof of lemma 2.3.9 except for the constants.

### 2.4.3 Proof for Ising model on $\mathbb{Z}^{d}$ : Theorem 2.3.14

Suppose $\boldsymbol{\sigma}$ is drawn from the Gibbs distribution $\mu_{\beta, h}$. We construct $\boldsymbol{\sigma}^{\prime}$ by taking one step in the heat-bath Glauber dynamics as follows: Choose a position $I$ uniformly at random from $\Omega$, and replace the $I$-th coordinate of $\boldsymbol{\sigma}$ by an element drawn from the conditional distribution of the $\sigma_{I}$ given the rest. It is easy to see that $\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)$ is an exchangeable pair. Let

$$
F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right):=|\Omega|\left(m(\boldsymbol{\sigma})-m\left(\boldsymbol{\sigma}^{\prime}\right)\right)=\sigma_{I}-\sigma_{I}^{\prime}
$$

be an antisymmetric function in $\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}$. Since the Hamiltonian is a simple explicit function, one can easily calculate the conditional distribution of the spin of the particle at position $x$ given the spins of the rest. In fact we have $\left.\mathbb{E}\left(\sigma_{x} \mid\left\{\sigma_{y}, y \neq x\right\}\right]\right)=\tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right)$ where $m_{x}(\boldsymbol{\sigma}):=\frac{1}{2 d} \sum_{y \in N_{x}} \sigma_{y}$ is the average spin of the neighbors of $x$ for $x \in \Omega$. Now using Fourier-Walsh expansion we can write the function $\tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right)$ as sums of products of spins in the following way. We have

$$
\begin{equation*}
\tanh \left(2 d \beta m_{x}(\boldsymbol{\sigma})\right)=\sum_{k=0}^{2 d} a_{k}(\beta) \sum_{|S|=k, S \subseteq N_{x}} \sigma_{S} \tag{2.48}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{k}(\beta):=\frac{1}{2^{2 d}} \sum_{\boldsymbol{\sigma} \in\{-1,+1\}^{2 d}} \tanh \left(\beta \sum_{i=1}^{2 d} \sigma_{i}\right) \prod_{j=1}^{k} \sigma_{j} \tag{2.49}
\end{equation*}
$$

for $k=0,1, \ldots, 2 d$. It is easy to see that $a_{k}(\beta)=0$ if $k$ is even and $a_{k}(\beta)$ is a rational function of $\tanh (2 \beta)$ if $k$ is odd. Note that the dependence of $a_{k}$ on $d$ is not stated explicitly. Thus using equation (2.48) and the definitions in (2.20) we have

$$
\begin{aligned}
f(\boldsymbol{\sigma}) & =\mathbb{E}\left[F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right) \mid \boldsymbol{\sigma}\right]=\frac{1}{|\Omega|} \sum_{x \in \Omega} E\left[\sigma_{x}-\sigma_{x}^{\prime} \mid \boldsymbol{\sigma}\right] \\
& =m(\boldsymbol{\sigma})-\frac{1}{|\Omega|} \sum_{x \in \Omega} \tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right) \\
& =\left(1-2 d a_{1}(\beta)\right) m(\boldsymbol{\sigma})-\sum_{k=1}^{d-1}\binom{2 d}{2 k+1} a_{2 k+1}(\beta) r_{2 k+1}(\boldsymbol{\sigma}) .
\end{aligned}
$$

Define $\theta_{k}(\beta):=\binom{2 d}{2 k+1} a_{2 k+1}(\beta)$ for $k=0,1, \ldots, d-1$. Note that we can explicitly calculate the value of $\theta_{0}(\beta)$ as follows,

$$
\theta_{0}(\beta)=\frac{1}{4^{d}} \sum_{\boldsymbol{\sigma} \in\{-1,+1\}^{2 d}} \tanh \left(\beta \sum_{i=1}^{2 d} \sigma_{i}\right) \sum_{i=1}^{2 d} \sigma_{i}=\frac{2}{4^{d}} \sum_{k=1}^{d} 2 k\binom{2 d}{d+k} \tanh (2 k \beta) .
$$

Now we have $\left|F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)\right| \leq 2$ and

$$
\left|f(\boldsymbol{\sigma})-f\left(\boldsymbol{\sigma}^{\prime}\right)\right| \leq \frac{2}{|\Omega|}\left(\left|1-\theta_{0}(\beta)\right|+\sum_{k=1}^{d-1}(2 k+1) \theta_{k}(\beta)\right)=\frac{2}{|\Omega|} b(\beta)
$$

for all values of $\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}$. Hence the condition of Theorem 2.2.1 is satisfied with $B=0, C=$ $2|\Omega|^{-1} b(\beta)$. So by part (ii) of Theorem 2.2 .1 we have

$$
\mathbb{P}\left(\sqrt{|\Omega|}\left|\left(1-\theta_{0}(\beta)\right) m(\boldsymbol{\sigma})-\sum_{k=1}^{d-1} \theta_{k}(\beta) r_{2 k+1}(\boldsymbol{\sigma})\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{4 b(\beta)}\right)
$$

for all $t>0$. Obviously $\theta_{0}(\cdot)$ is a strictly increasing function of $\beta$. Also we have $\theta_{0}(0)=0$ and

$$
\theta_{0}(\infty):=\lim _{\beta \rightarrow \infty} \theta_{0}(\beta)=\frac{1}{4^{d-1}} \sum_{k=1}^{d} k\binom{2 d}{d+k} .
$$

For $d=1$ we have $\theta_{0}(\infty)=1$ and for $d \geq 2$ we have

$$
\begin{aligned}
\theta_{0}(\infty) & \geq \frac{1}{4^{d-1}}\left[2 \sum_{k=1}^{d}\binom{2 d}{d+k}-\binom{2 d}{d+1}\right] \\
& =\frac{1}{4^{d-1}}\left[2^{2 d}-\binom{2 d}{d}-\binom{2 d}{d+1}\right]=4-\frac{8}{2^{2 d+1}}\binom{2 d+1}{d+1}
\end{aligned}
$$

and from the fact that $\sum_{k=d-1}^{d+2}\binom{2 d+1}{k} \leq 2^{2 d+1}$ we have

$$
\frac{1}{2^{2 d+1}}\binom{2 d+1}{d+1} \leq \frac{d+2}{4(d+1)} \leq \frac{1}{3} \text { for } d \geq 2
$$

Hence for $d \geq 2$ we have $\theta_{0}(\infty)>1$ and there exists $\beta_{1} \in(0, \infty)$, depending on $d$, such that $1-\theta_{0}(\beta)>0$ for $\beta<\beta_{1}$ and $1-\theta_{0}(\beta)<0$ for $\beta>\beta_{1}$. This completes the proof.

Proof of Proposition 2.3.16. The proof is almost same as the proof of proposition 2.3.14. Define $\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}$ as before. Define the antisymmetric function $F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right)$ as follows

$$
\begin{aligned}
F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right): & =|\Omega|\left(1+\tanh (h) \tanh \left(2 \beta d m_{I}(\boldsymbol{\sigma})\right)\right)\left(m(\boldsymbol{\sigma})-m\left(\boldsymbol{\sigma}^{\prime}\right)\right) \\
& =\left(1+\tanh (h) \tanh \left(2 \beta d m_{I}(\boldsymbol{\sigma})\right)\right)\left(\sigma_{I}-\sigma_{I}^{\prime}\right) .
\end{aligned}
$$

Recall that $m_{x}(\boldsymbol{\sigma}):=\frac{1}{2 d} \sum_{y \in N_{x}} \sigma_{y}$ is the average spin of the neighbors of $x$ for $x \in \Omega$. Now under $\mu_{\beta, h}$ we have

$$
\begin{aligned}
\mathbb{E}\left(\sigma_{x} \mid\left\{\sigma_{y}, y \neq x\right\}\right) & =\tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})+h\right) \\
& =\frac{\tanh (h)+\tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right)}{1+\tanh (h) \tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right)} .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
f(\boldsymbol{\sigma}) & =\mathbb{E}\left(F\left(\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}\right) \mid \boldsymbol{\sigma}\right) \\
& =\frac{1}{|\Omega|} \sum_{x \in \Omega}\left(1+\tanh (h) \tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right)\right) \mathbb{E}\left(\sigma_{x}-\sigma_{x}^{\prime} \mid \boldsymbol{\sigma}\right) \\
& =m(\boldsymbol{\sigma})-\tanh (h)+\frac{1}{|\Omega|} \sum_{x \in \Omega}\left(\tanh (h) \sigma_{x}-1\right) \tanh \left(2 \beta d m_{x}(\boldsymbol{\sigma})\right) .
\end{aligned}
$$

After some simplifications and using the definitions of the functions $r, s$ we have

$$
\begin{aligned}
f(\boldsymbol{\sigma})=\left(1-\theta_{0}(\beta)\right) m(\boldsymbol{\sigma})- & \sum_{k=1}^{d-1} \theta_{k}(\beta) r_{2 k+1}(\boldsymbol{\sigma}) \\
& -\tanh (h)\left(1-\sum_{k=0}^{d-1} \theta_{k}(\beta) s_{2 k+1}(\boldsymbol{\sigma})\right) .
\end{aligned}
$$

Now for all values of $\boldsymbol{\sigma}, \boldsymbol{\sigma}^{\prime}$ we have

$$
\left|f(\boldsymbol{\sigma})-f\left(\boldsymbol{\sigma}^{\prime}\right)\right| \leq \frac{2}{|\Omega|} b(\beta)(1+\tanh |h|)
$$

and the proof onwards is exactly as in the proof of proposition 2.3.14.

### 2.4.4 Proof of the main theorem: Theorem 2.2.2

Assume that $\psi(0)>0$. We will handle the case $\psi(0)=0$ later. Note that condition (2.1) implies that $x^{\alpha} / \psi(x)$ is a nondecreasing function for $x>0$. Define the function

$$
\varphi(x):=\frac{x^{2}}{\psi(x)} \text { and } \gamma(x):=2-\frac{x \psi^{\prime}(x)}{\psi(x)} \text { for } x \neq 0
$$

and $\varphi(0)=0, \gamma(0)=2$. Clearly we have $2-\alpha \leq \gamma(x) \leq 2$ for all $x \in \mathbb{R}$. Now, $\limsup \operatorname{sum}_{x \rightarrow 0} \varphi(x) \leq \lim _{x \rightarrow 0+} x^{2-\alpha} / \psi(1)=0=\varphi(0)$ as $\alpha<2$. Also $\varphi(x)$ is differentiable in $\mathbb{R} \backslash\{0\}$ with

$$
\begin{equation*}
\varphi^{\prime}(x)=\frac{x \gamma(x)}{\psi(x)}>0 \text { for } x \neq 0 . \tag{2.50}
\end{equation*}
$$

Hence $\varphi$ is absolutely continuous in $\mathbb{R}$ and is increasing for $x \geq 0$.
Define $Y=f(X)$. First we will prove that all moments of $\varphi(Y)$ are finite. Next we will estimate the moments which will in turn show that $\varphi(Y)^{1 / 2}$ has finite exponential moment in $\mathbb{R}$. Finally using Chebyshev's inequality we will prove the tail probability.

By monotonicity of $\psi$ in $[0, \infty)$ and definition of $\alpha$, we have

$$
\begin{equation*}
0 \leq \frac{x \psi^{\prime}(x)}{\psi(x)} \leq \alpha \text { for all } x \geq 0 \tag{2.51}
\end{equation*}
$$

It also follows from (2.50) that $0 \leq(\log \varphi(x))^{\prime} \leq 2 / x$ for $x>0$ and integrating we have $\varphi(x) \leq \varphi(1) x^{2}$ for all $x \geq 1$. Hence $\varphi(x)=\varphi(|x|) \leq \varphi(1)\left(1+x^{2}\right)$ for all $x \in \mathbb{R}$ and this, combined with our assumption that $\mathbb{E}\left(|f(X)|^{k}\right)<\infty$ for all $k \geq 1$, implies that $\mathbb{E}\left(\varphi(Y)^{k}\right)<\infty$ for all $k \geq 1$.

Define

$$
\beta:=\left\lceil\frac{5(2-\alpha)+\delta+1 / 4}{(2-\alpha)^{2}}\right\rceil \geq 3 .
$$

Fix an integer $k \geq \beta$ and define

$$
g(x)=\frac{x^{2 k-1}}{\psi^{k}(x)} \text { and } h(x)=\frac{x^{2 k-2}}{\psi^{k}(x)} \text { for } x \in \mathbb{R}
$$

Clearly $\mathbb{E}(|Y g(Y)|)<\infty$. Note that $g, h$ are continuously differentiable in $\mathbb{R}$ as $k \geq$ 3. Moreover, for $x \in \mathbb{R}$ we have, $\left|g^{\prime}(x)\right|=h(x)|k \gamma(x)-1| \leq(2 k-1) h(x), h^{\prime}(x)=$ $(k \gamma(x)-2) x^{2 k-3} / \psi^{k}(x)$ and

$$
h^{\prime \prime}(x)=\left[(k \gamma(x)-2)(k \gamma(x)-3)+k x \gamma^{\prime}(x)\right] \frac{x^{2 k-4}}{\psi^{k}(x)}
$$

We also have

$$
x \gamma^{\prime}(x)=-\frac{x \psi^{\prime}(x)}{\psi(x)}\left(1-\frac{x \psi^{\prime}(x)}{\psi(x)}\right)-\frac{x \psi^{\prime \prime}(x)}{\psi(x)} \geq-1 / 4-\delta
$$

for $x \in \mathbb{R}$. Now $k \geq \beta$ implies that

$$
\begin{aligned}
& (k \gamma(x)-2)(k \gamma(x)-3)+k x \gamma^{\prime}(x) \\
& \quad \geq(k(2-\alpha)-2)(k(2-\alpha)-3)-k(\delta+1 / 4) \geq 0
\end{aligned}
$$

for all $x$. Thus $h^{\prime \prime}(x) \geq 0$ for all $x$ and $h$ is convex in $\mathbb{R}$.
Let $X^{\prime}, F\left(X, X^{\prime}\right)$ be as given in the hypothesis. Define $Y^{\prime}=f\left(X^{\prime}\right)$. Recall that $\left(X, X^{\prime}\right)$ is an exchangeable pair and so is $\left(Y, Y^{\prime}\right)$. Using the fact that $f(X)=\mathbb{E}\left(F\left(X, X^{\prime}\right) \mid X\right)$ almost surely, exchangeability of $\left(X, X^{\prime}\right)$ and antisymmetry of $F$, we have

$$
\begin{align*}
\mathbb{E}(Y g(Y))=\mathbb{E}(f(X) g(Y)) & =\mathbb{E}\left(F\left(X, X^{\prime}\right) g(Y)\right) \\
& =\frac{1}{2} \mathbb{E}\left(F\left(X, X^{\prime}\right)\left(g(Y)-g\left(Y^{\prime}\right)\right)\right) . \tag{2.52}
\end{align*}
$$

Now, for any $x<y$ we have

$$
\left|\frac{g(x)-g(y)}{x-y}\right|=\left|\int_{0}^{1} g^{\prime}(t x+(1-t) y) d t\right| \leq(2 k-1) \int_{0}^{1} h(t x+(1-t) y) d t
$$

and convexity of $h$ implies that

$$
\int_{0}^{1} h(t x+(1-t) y) d t \leq \int_{0}^{1}(t h(x)+(1-t) h(y)) d t=(h(x)+h(y)) / 2 .
$$

Hence, from equation (2.52) we have

$$
\begin{align*}
\mathbb{E}(Y g(Y)) & \leq \frac{2 k-1}{4} \mathbb{E}\left(\left|\left(Y-Y^{\prime}\right) F\left(X, X^{\prime}\right)\right|\left(h(Y)+h\left(Y^{\prime}\right)\right)\right) \\
& =(2 k-1) \mathbb{E}(\Delta(X) h(Y)) \leq(2 k-1) \mathbb{E}(\psi(Y) h(Y)) \tag{2.53}
\end{align*}
$$

where the equality follows by definition of $\Delta(X)$ and exchangeability of $\left(Y, Y^{\prime}\right)$. Thus for any $k \geq \beta$ we have, from (2.53),

$$
\begin{equation*}
\mathbb{E}\left(\varphi(Y)^{k}\right) \leq(2 k-1) \mathbb{E}\left(\varphi(Y)^{k-1}\right) \tag{2.54}
\end{equation*}
$$

Using induction for $k \geq \beta$ we have

$$
\mathbb{E}\left(\varphi(Y)^{k}\right) \leq \frac{(2 k)!2^{\beta} \beta!}{2^{k} k!(2 \beta)!} \mathbb{E}\left(\varphi(Y)^{\beta}\right) \text { for } k \geq \beta
$$

Also Hölder's inequality applied to (2.54) for $k=\beta$ implies that $\mathbb{E}\left(\varphi(Y)^{\beta}\right) \leq(2 \beta-1)^{\beta}$. Thus we have

$$
\mathbb{E}\left(\varphi(Y)^{k}\right) \leq \begin{cases}\frac{(2 k)!2^{\beta} \beta!}{k!2^{2}(2 \beta)!} \mathbb{E}\left(\varphi(Y)^{\beta}\right) & \text { if } k>\beta  \tag{2.55}\\ (2 \beta-1)^{k} & \text { if } 0 \leq k \leq \beta\end{cases}
$$

Note that we have $e^{x} \leq e^{x}+e^{-x}=2 \sum_{k \geq 0} x^{2 k} /(2 k)$ ! for all $x \in \mathbb{R}$. Combining everything we finally have

$$
\begin{aligned}
\mathbb{E}\left(\exp \left(\theta \varphi(Y)^{1 / 2}\right)\right) & \leq 2 \sum_{k=0}^{\infty} \frac{\theta^{2 k}}{(2 k)!} \mathbb{E}\left(\varphi(Y)^{k}\right) \\
& \leq \frac{2^{\beta+1} \beta!}{(2 \beta)!} \mathbb{E}\left(\varphi(Y)^{\beta}\right) \sum_{k=\beta}^{\infty} \frac{\theta^{2 k}}{2^{k} k!}+\sum_{k=0}^{\beta-1} \frac{2(2 \beta-1)^{k} \theta^{2 k}}{(2 k)!} \\
& \leq C_{\beta} \exp \left(\theta^{2} / 2\right)
\end{aligned}
$$

for all $\theta \geq 0$ where the constant $C_{\beta}$ is given by

$$
C_{\beta}:=\max \left\{\left.\frac{2(2 \beta-1)^{k} 2^{k} k!}{(2 k)!} \right\rvert\, 0 \leq k \leq \beta\right\} .
$$

Here we used the fact that $(2 k)!\geq 2^{2 k-1} k!^{2} / k$. Now recall that $\varphi$ is an increasing function in $[0, \infty)$. Thus using Chebyshev's inequality for $\exp \left(\theta \varphi(x)^{1 / 2}\right)$ with $\theta=\varphi(t)^{1 / 2}$ we have

$$
\mathbb{P}(|f(X)| \geq t) \leq C_{\beta} e^{-\theta \varphi(t)^{1 / 2}+\theta^{2} / 2}=C_{\beta} e^{-\varphi(t) / 2}
$$

Now suppose that $\psi(0)=0$. For $\varepsilon>0$ fixed, define $\psi_{\varepsilon}(x)=\psi(x)+\varepsilon$. Clearly we have $\Delta(X) \leq \psi_{\varepsilon}(f(X))$ a.s. and $\psi_{\varepsilon}$ satisfies all the other properties of $\psi$ including

$$
\begin{aligned}
x \psi_{\varepsilon}^{\prime}(x) / \psi_{\varepsilon}(x) & =x \psi^{\prime}(x) / \psi(x) \cdot \psi(x) /(\psi(x)+\varepsilon) \leq \alpha \\
\text { and } x \psi_{\varepsilon}^{\prime \prime}(x) / \psi_{\varepsilon}(x) & =x \psi^{\prime \prime}(x) / \psi(x) \cdot \psi(x) /(\psi(x)+\varepsilon) \leq \delta
\end{aligned}
$$

for all $x>0$. Hence all the above results hold for $\psi_{\varepsilon}$ and $\varphi_{\varepsilon}(x)=x^{2} / \psi_{\varepsilon}(x)$. Now $\varphi_{\varepsilon} \uparrow \varphi$ as $\varepsilon \downarrow 0$. Letting $\varepsilon \downarrow 0$ we have the result.

When $\psi$ is once differentiable with $\alpha<2$, it is easy to see that the function $h$ is nondecreasing (need not be convex) in $[0, \infty)$ for $k \geq \beta:=\lceil 2 /(2-\alpha)\rceil$. In that case we have

$$
\int_{0}^{1} h(t x+(1-t) y) d y \leq \max _{z \in[x, y]} h(z) \leq h(x)+h(y)
$$

for $x \leq y$. Hence we have the recursion

$$
\begin{equation*}
\mathbb{E}\left(\varphi(Y)^{k}\right) \leq 2(2 k-1) \mathbb{E}\left(\varphi(Y)^{k-1}\right) \tag{2.56}
\end{equation*}
$$

for $k \geq \beta$. Using the same proof as before it then follows that

$$
\mathbb{P}(|f(X)| \geq t) \leq C e^{-\varphi(t) / 4}
$$

where $C$ depends only on $\alpha$.

## Chapter 3

## First-passage percolation across thin cylinders

### 3.1 Introduction

Before stating the results, let us begin with a short review of the first-passage percolation model and some of the known results.

### 3.1.1 The model

More than forty years ago, Hammersley and Welsh [54] introduced first-passage percolation to model the spread of fluid through a randomly porous media. The standard first-passage percolation model on the $d$-dimensional square lattice $\mathbb{Z}^{d}$ is defined as follows. Consider the edge set $E$ consisting of nearest neighbor edges, that is, $(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{Z}^{d} \times \mathbb{Z}^{d}$ is an edge if and only if $\|\boldsymbol{x}-\boldsymbol{y}\|:=\sum_{i=1}^{d}\left|x_{i}-y_{i}\right|=1$. With each edge (also called a bond) $e \in E$ is associated an independent nonnegative random variable $\omega_{e}$ distributed according to a fixed distribution $F$. The random variable $\omega_{e}$ represents the amount of time it takes the fluid to pass through the edge $e$.

For a path $\mathcal{P}$ (which will always be finite and nearest neighbor) in $\mathbb{Z}^{d}$ define

$$
\omega(\mathcal{P}):=\sum_{e \in \mathcal{P}} \omega_{e}
$$

as the passage time for $\mathcal{P}$. For $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{Z}^{d}$, let $a(\boldsymbol{x}, \boldsymbol{y})$, called the first-passage time, be the minimum passage time over all paths from $\boldsymbol{x}$ to $\boldsymbol{y}$. Intuitively $a(\boldsymbol{x}, \boldsymbol{y})$ is the first time the fluid will appear at $\boldsymbol{y}$ if a source of water is introduced at the vertex $\boldsymbol{x}$ at time 0 . Formally

$$
a(\boldsymbol{x}, \boldsymbol{y}):=\inf \left\{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path connecting } \boldsymbol{x} \text { to } \boldsymbol{y} \text { in } \mathbb{Z}^{d}\right\} .
$$

The principle object of study in first-passage percolation theory is the asymptotic behavior of $a(\mathbf{0}, n \boldsymbol{x})$ for fixed $\boldsymbol{x} \in \mathbb{Z}^{d}$. We refer the reader to Smythe and Wierman [101] and Kesten [67] for earlier surveys of the subject.

The first limit result proved by Hammersley and Welsh [54] was that the limit

$$
\begin{equation*}
\nu(\boldsymbol{x}):=\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}[a(0, n \boldsymbol{x})] \tag{3.1}
\end{equation*}
$$

exists and is finite when $\mathbb{E}[\omega]<\infty$ where $\omega$ is a generic random variable from the distribution $F$. Moreover results of Kesten [67] show that $\nu(\boldsymbol{x})>0$ if and only if $F(0)<p_{c}(d)$ where $p_{c}(d)$ is the critical probability for standard bernoulli bond percolation in $\mathbb{Z}^{d}$.

First-passage percolation is often regarded as a stochastic growth model by considering the growth of the random set

$$
B_{t}:=\left\{\boldsymbol{x} \in \mathbb{Z}^{d} \mid a(0, \boldsymbol{x}) \leq t\right\} .
$$

When $F(0)=0, a(\cdot, \cdot)$ is a random metric on $\mathbb{Z}^{d}$ and $B_{t}$ is the ball of radius $t$ in this metric. Moreover, if $F(0)<p_{c}(d)$ and $\mathbb{E}\left[\omega^{2}\right]<\infty$ (or under weaker conditions in Cox and Durrett [35]), the growth of $B_{t}$ is linear in $t$ with a deterministic limit shape, that is, as $t \rightarrow \infty, B_{t} \approx t B_{0} \cap \mathbb{Z}^{d}$ for a nonrandom compact set $B_{0}$. Precisely, the shape theorem says that (see Richardson [94], Cox and Durrett [35] and Kesten [67]), if $F(0)<p_{c}(d)$ and $\mathbb{E}\left[\min \left\{\omega_{1}^{d}, \omega_{2}^{d}, \ldots, \omega_{2 d}^{d}\right\}\right]<\infty$ where $\omega_{1}, \ldots, \omega_{2 d}$ are i.i.d. from $F$, there is a nonrandom compact set $B_{0}$ such that for all $\varepsilon>0$

$$
(1-\varepsilon) B_{0} \subseteq t^{-1} \tilde{B}_{t} \subseteq(1+\varepsilon) B_{0} \text { eventually with probability one }
$$

where $\tilde{B}_{t}=\left\{\boldsymbol{y} \in \mathbb{R}^{d} \mid \exists \boldsymbol{x} \in B_{t}\right.$ s.t. $\left.\|\boldsymbol{x}-\boldsymbol{y}\| \leq 1\right\}$ is the "inflated" version of $B_{t}$.

### 3.1.2 Fluctuation exponents and and limit theorems

In the physics literature, there are mainly two fluctuation exponents $\chi$ and $\xi$ that describe, respectively, the longitudinal and transversal fluctuations of the growing surface $B_{t}$. For example, it is expected under mild conditions that the first-passage time $a(\mathbf{0}, n \boldsymbol{x})$ has standard deviation of order $n^{\chi}$, and the exponent $\chi$ is independent of the direction $\boldsymbol{x} \in \mathbb{Z}^{d}$. It is also expected that all the paths achieving the minimal time $a(\mathbf{0}, n \boldsymbol{x})$ deviate from the straight line path joining $\mathbf{0}$ to $n \boldsymbol{x}$ by distance at most of the order of $n^{\xi}$, that is all the minimal paths are expected to lie entirely inside the cylinder centered on the straight line joining $\mathbf{0}$ to $n \boldsymbol{x}$ whose width is of the order of $n^{\xi}$.

In general the exponents $\chi$ and $\xi$ are expected to depend only on the dimension $d$ not the distribution $F$. Moreover they are also conjectured to satisfy the scaling relation $\chi=2 \xi-1$ for all $d$ (see Krug and Spohn [71]). In fact, the predicted values for $d=$ 2 (for models whose exponents are expected to be same in all directions) are $\chi=1 / 3$ and $\xi=2 / 3$ (see Kardar, Parisi and Zhang [65]). For higher dimensions there are many conflicting predictions. However it is believed that above some finite critical dimension $d_{c}$, the exponents satisfy $\chi=0$ and $\xi=1 / 2$.

We briefly describe the rigorous results known about the exponents $\chi$ and $\xi$. The first nontrivial upper bound on the variance of $a(\mathbf{0}, n \boldsymbol{x})$ was $O(n)$ for all $d$ due to Kesten [68]. The best known upper bound of $n / \log n$ is due to Benjamini, Kalai and Schramm [10]. In $d=2$ the best known lower bound of $\log n$ is due to Pemantle and Peres [92] for exponential edge weights, Newman and Piza [87] for general edge weights satisfying $F(0)<p_{c}(2)$ or
$F(\lambda)<p_{c}^{d i r}(2)$ for $\lambda$ being the smallest point in the support of $F$ where $p_{c}^{d i r}(2)$ is the critical probability for directed Bernoulli bond percolation, and Zhang [112] for $\boldsymbol{x}=\boldsymbol{e}_{1}$ and edge weight distributions having finite exponential moments and satisfying $F(\lambda) \geq$ $p_{c}^{d i r}(2), F(\lambda-)=0, \lambda>0$.

Hence the only nontrivial bound known for $\chi$ is $\chi \leq 1 / 2$. Note that the bound $0 \leq \chi \leq 1 / 2$ along with the scaling relation (which is unproven) would imply that $1 / 2 \leq$ $\xi \leq 3 / 4$. In fact using a closely related exponent $\chi^{\prime}$ which satisfies $\chi^{\prime} \geq 2 \xi-1$ and $\chi^{\prime} \leq 1 / 2$ (see Newman and Piza [87], Kesten [68] and Alexander [1]), it was proved in [87] that $\xi \leq 3 / 4$ in any dimension for paths in the directions of strict convexity of the limit shape. Moreover, Licea, Newman and Piza [76], comparing appropriate variance bounds, proved that $\xi(d) \geq 1 /(d+1)$ for all dimensions $d$. They also proved that $\xi^{\prime}(d) \geq 1 / 2$ for all dimensions $d$ for a related exponent $\xi^{\prime}$ of $\xi$.

The next natural question is about the tail behavior and distributional convergence of the random variables $a(\mathbf{0}, n \boldsymbol{x})$ as $\boldsymbol{x}$ remains fixed and $n \rightarrow \infty$. Kesten [68] used martingale methods to prove that $\mathbb{P}\left(\left|a\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)-\mathbb{E}\left[a\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)\right]\right| \geq t \sqrt{n}\right) \leq c_{1} e^{-c_{2} t}$ for all $t \leq c_{3} n$ for some constants $c_{i}>0$, where $\boldsymbol{e}_{1}$ is the unit vector ( $1,0, \ldots, 0$ ). Later, Talagrand [106] used his famous isoperimetric inequality to prove that

$$
\mathbb{P}(\mid a(\mathbf{0}, n \boldsymbol{x})-M] \mid \geq t \sqrt{n\|\boldsymbol{x}\|}) \leq c_{1} e^{-c_{2} t^{2}}
$$

for all $t \leq c_{3} n$ for some constants $c_{i}>0$ where $M$ is a median of $a(\mathbf{0}, n \boldsymbol{x})$ and $\boldsymbol{x} \in \mathbb{Z}^{d}$. Both these results were proved for distributions $F$ having finite exponential moments and satisfying $F(0)<p_{c}(d)$.

From these inequalities, one might naïvely expect that a central limit theorem holds for $a(\mathbf{0}, n \boldsymbol{x})$. However, the situation is probably much more complex, and it may not be true that a Gaussian CLT holds. For critical first-passage percolation (assuming $F(0)=1 / 2$ and $F$ has bounded support) in two dimensions a Gaussian CLT was proved by Newman and Zhang [69]. However, this is sort of a degenerate case since here $\mathbb{E}[a(\mathbf{0}, n \boldsymbol{x})]$ and $\operatorname{Var}(a(\mathbf{0}, n \boldsymbol{x}))$ are both of order $\log n$ (see Chayes, Chayes and Durrett [32], and Newman and Zhang [69]). When $F(0)<1 / 2$, we do not know of any distributional convergence result in any dimension.

Convergence to the Tracy-Widom law is known for directed last-passage percolation in $\mathbb{Z}^{2}$ under very special conditions (see Subsection 3.1.4 for details), but the techniques do not carry over to the undirected case. Naturally, one may expect that convergence to something like the Tracy-Widom distribution may hold for undirected first-passage percolation also, but surprisingly, this does not seem to be the case. In the following subsection, we present our main result: a Gaussian CLT for undirected first-passage percolation when the paths are restricted to lie in thin cylinders. This gives rise to an interesting question: as the cylinders become thicker, when does the CLT break down, if it does?

### 3.1.3 Our results

We consider first-passage percolation on $\mathbb{Z}^{d}$ with height restricted by an integer $h$ (that will be allowed to grow with $n$ ). We assume that the edge weight distribution $F$ satisfies a standard admissibility criterion, defined below.

Definition 3.1.1. Given the dimension d, we call a probability distribution function $F$ on the real line admissible if $F$ is supported on $[0, \infty)$, is nondegenerate and we have $F(\lambda)<$ $p_{c}(d)$ where $\lambda$ is the smallest point in the support of $F$ and $p_{c}(d)$ is the critical probability for Bernoulli bond percolation in $\mathbb{Z}^{d}$.

For simplicity we will consider only first-passage time from $\mathbf{0}$ to $n \boldsymbol{e}_{1}$ where $\boldsymbol{e}_{1}$ is the first coordinate vector. The same method can be used to prove similar results for $a(\mathbf{0}, n \boldsymbol{x})$ where $\boldsymbol{x}$ has rational coordinates. Define $a_{n}(h)$ as the first-passage time to the point $n \boldsymbol{e}_{1}$ from the origin in the graph $\mathbb{Z} \times[-h, h]^{d-1}$, formally

$$
a_{n}(h):=\inf \left\{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path from } \mathbf{0} \text { to } n \boldsymbol{e}_{1} \text { in } \mathbb{Z} \times[-h, h]^{d-1}\right\} .
$$

Here, by $[-h, h]$ we mean the subset $[-h, h] \cap \mathbb{Z}$ of $\mathbb{Z}$. Informally, $a_{n}(h)$ is the minimal passage time over all paths which deviate from the straight line path joining the two end points by a distance at most $h$. Note that by the definition of the exponent $\xi$ we have $a_{n}(h)=a\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)$ with high probability when $h \gg n^{\xi}$. We also consider cylinder firstpassage time (see Smyth and Wierman [101], Grimmett and Kesten [52]). A path $\mathcal{P}$ from $\mathbf{0}$ to $n \boldsymbol{e}_{1}$ is called a cylinder path if it is contained within the $x_{1}=0$ and $x_{1}=n$ planes. We define

$$
\begin{aligned}
& t_{n}(h):=\inf \left\{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path from } \mathbf{0} \text { to } n \boldsymbol{e}_{1} \text { in }[0, n] \times[-h, h]^{d-1}\right\} \text { and } \\
& T_{n}(h):=\inf \left\{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path connecting }\{0\} \times[-h, h]^{d-1}\right. \text { and } \\
& \left.\qquad n\} \times[-h, h]^{d-1} \text { in }[0, n] \times[-h, h]^{d-1}\right\} .
\end{aligned}
$$

Clearly $a_{n}(h), t_{n}(h)$ and $T_{n}(h)$ are non-increasing in $h$ for any $n \geq 1$. Our main result is that for cylinders that are 'thin' enough, we have Gaussian CLTs for $a_{n}(h), t_{n}(h)$ and $T_{n}(h)$ after proper centering and scaling.

Theorem 3.1.2. Suppose that the edge-weights $\omega_{e}$ 's are i.i.d. random variables from an admissible distribution $F$. Suppose $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$. Let $\left\{h_{n}\right\}_{n \geq 1}$ be a sequence of integers satisfying $h_{n}=o\left(n^{\alpha}\right)$ where

$$
\alpha<\frac{1}{d+1+2(d-1) /(p-2)}
$$

Then we have

$$
\frac{a_{n}\left(h_{n}\right)-\mathbb{E}\left[a_{n}\left(h_{n}\right)\right]}{\sqrt{\operatorname{Var}\left(a_{n}\left(h_{n}\right)\right)}} \xrightarrow{\mathrm{w}} N(0,1) \text { as } n \rightarrow \infty .
$$

In particular, if $\mathbb{E}\left[\omega^{p}\right]<\infty$ for all $p \geq 1$ then the CLT holds when $h_{n}=o\left(n^{\alpha}\right)$ with $\alpha<1 /(d+1)$. If $h_{n}=O(1)$ then the $F(\lambda)<p_{c}(d)$ condition is not needed. Moreover, the same result is true for $t_{n}\left(h_{n}\right)$ and $T_{n}\left(h_{n}\right)$.

In Section 3.2, we will present a generalization of this result (Theorem 3.2.1) to cylinders of the form $\mathbb{Z} \times G_{n}$ where $\left\{G_{n}\right\}$ is an arbitrary sequence of undirected connected graphs.

Theorem 3.1.2 give rise to a new exponent $\gamma(d)$ defined as

$$
\gamma(d):=\sup \left\{\alpha: \frac{a_{n}\left(n^{\alpha}\right)-\mathbb{E}\left[a_{n}\left(n^{\alpha}\right)\right]}{\sqrt{\operatorname{Var}\left(a_{n}\left(n^{\alpha}\right)\right)}} \stackrel{\mathrm{w}}{\longrightarrow} N(0,1) \text { as } n \rightarrow \infty\right\} .
$$

Clearly we have $\gamma(d) \geq 1 /(d+1)$ for $F$ having all moments finite and satisfying the conditions in Theorem 3.1.2. Is $\gamma(d)$ actually equal to $1 /(d+1)$ ? We do not have the answer for that yet. However for $d=2$, numerical simulations suggest that

Conjecture 3.1.3. For any $d=2, \gamma(d)=2 / 3$.
An interesting feature of the proof of Theorem 3.1.2 is that while it is relatively easy to get a CLT for cylinders of width $n^{\alpha}$ for $\alpha$ sufficiently small, to go all the way up to $\alpha=1 /(d+1)$ one needs a somewhat complicated 'renormalization' argument that has to be taken to a certain depth of recursion, where the depth depends on how close $\alpha$ is to $1 /(d+1)$. We are not sure whether this renormalization step is fundamental to the problem or just an artifact of our proof.

A deficiency of Theorem 3.1.2 is that we do not have formulas for the mean and the variance of $a_{n}\left(h_{n}\right)$. Still, we have something: the following result states that under the hypotheses of Theorem 3.1.2 the mean grows linearly with $n$ and the growth rate does not depend on $h_{n}$ as long as $h_{n} \rightarrow \infty$. It also gives upper and lower bounds for the variance of $a_{n}\left(h_{n}\right)$.

Proposition 3.1.4. Let $\mu_{n}\left(h_{n}\right)$ and $\sigma_{n}^{2}\left(h_{n}\right)$ be the mean and variance of $a_{n}\left(h_{n}\right)$. Assume that $h_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Then

$$
\lim _{n \rightarrow \infty} \frac{\mu_{n}\left(h_{n}\right)}{n}=\nu\left(\boldsymbol{e}_{1}\right)
$$

where $\nu\left(\boldsymbol{e}_{1}\right)$ is defined as in (3.1). Moreover, if $F$ is admissible we have

$$
c_{1} \frac{n}{h_{n}^{d-1}} \leq \sigma_{n}^{2}\left(h_{n}\right) \leq c_{2} n
$$

for some absolute constants $c_{1}, c_{2}>0$ depending only on $d$ and $F$. If $h_{n}=h$ for all $n$ for fixed $h \in(0, \infty)$, then both $\lim _{n \rightarrow \infty} \mu_{n}(h) / n$ and $\lim _{n \rightarrow \infty} \sigma_{n}^{2}(h) / n$ exist and are positive for any non-degenerate distribution $F$ on $[0, \infty)$, but their values depend on $h$.

In fact when $h_{n}=h$ for all $n$ for fixed $h \in(0, \infty)$, we can say much more. Define $\mu(h):=\lim _{n \rightarrow \infty} \mu_{n}(h) / n$ and $\sigma^{2}(h):=\lim _{n \rightarrow \infty} \sigma_{n}^{2}(h) / n$. Existence of the limits follow from Proposition 3.1.4. Now consider the continuous process $X(\cdot)$ defined by $X(n)=$ $t_{n}(h)-n \mu(h)$ for $n \in\{0,1, \ldots\}$ and extended by linear interpolation. Then we have the following result.

Proposition 3.1.5. Assume that $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$ where $\omega \sim F$. Then the scaled process $\left\{\left(n \sigma^{2}(h)\right)^{-1 / 2} X(n t)\right\}_{t \geq 0}$ converges in distribution to the standard Brownian motion as $n \rightarrow \infty$.

Here we mention that even though we have lower and upper bounds for the variance of $a_{n}\left(h_{n}\right)$ in Proposition 3.2.3, none of the bounds seem to be the correct one, at least when $d=2$ when $h_{n} \rightarrow \infty$. In Section 3.6 we provide some heuristic justification for that. In fact numerical simulation suggests the following.
Conjecture 3.1.6. For $d=2$ and $h_{n} \ll n^{2 / 3}, \operatorname{Var}\left(a_{n}\left(h_{n}\right)\right)=\Theta\left(n h_{n}^{-1 / 2}\right)$.
Finally let us mention that a variant of Theorem 3.1.2 can be proved for the firstpassage site percolation model also. Here instead of edge-weights $\left\{\omega_{e} \mid e \in E\right\}$ we have vertex weights $\left\{\omega_{\boldsymbol{x}} \mid \boldsymbol{x} \in \mathbb{Z}^{d}\right\}$ and travel time for a path $\mathcal{P}$ is defined by $\omega(\mathcal{P})=\sum_{v \in \mathcal{P}} \omega_{v}$. The same proof technique should work.

### 3.1.4 Comparison with directed last-passage percolation

In all the previous discussions we used undirected first-passage times. A directed model is obtained when instead of all paths, one considers only directed paths. A directed path is a path that moves only in the positive direction at each step (e.g. in $d=2$, the path moves only up and right). Let us restrict ourselves to $d=2$ henceforth. The directed (site/bond) last-passage time to the point $(n, h)$ starting from the origin is defined as

$$
L_{\uparrow}^{s}(n, h):=\sup \{\omega(\mathcal{P}) \mid \mathcal{P} \in \Pi(n, h)\},
$$

where $\Pi(n, h)$ is the set of all directed paths from $(0,0)$ to $(n, h)$. Note that all the paths in $\Pi(n, h)$ are inside the rectangle $[0, n] \times[0, h]$.

The directed last-passage site percolation model in $d=2$ has received particular attention in recent years, due to its myriad connections with the totally asymmetric simple exclusion process, queuing theory and random matrix theory. An important breakthrough, due to Johansson [63], says that when the vertex weights $\omega_{\boldsymbol{x}}$ 's are i.i.d. geometric random variables, $L_{\uparrow}^{s}(n, n)$ has fluctuations of order $n^{1 / 3}$ and has the same limiting distribution as the largest eigenvalue of a GUE random matrix upon proper centering and scaling. (This is also known as the Tracy-Widom law.) Moreover, this holds if we replace $L_{\uparrow}^{s}(n, n)$ with $L_{\uparrow}^{s}(n,\lfloor\rho n\rfloor)$ for any $\rho \in(0,1]$. This continues to hold if one replaces geometric by exponential or bernoulli random variables [64,51], but no greater generality has been proved.

Since the above result holds for arbitrary $\rho>0$, one can speculate whether we can actually take $\rho \rightarrow 0$ as $n \rightarrow \infty$, i.e. look at directed last-passage percolation in thin rectangles. Indeed, the analog of Johansson's result in this setting was proved by several authors $[6,16,105]$ in recent years for quite a general class of vertex weight distributions, provided the rectangles are 'thin' enough. This result contrasts starkly with our result about the Gaussian behavior of first-passage percolation in thin rectangles. A version of the result for last-passage percolation in thin rectangles is stated in Theorem 3.1.7. We recall that the GUE Tracy-Widom distribution has distribution function

$$
F_{2}(x):=\exp \left(-\int_{x}^{\infty}(s-x) q^{2}(s) d s\right),
$$

where $q(\cdot)$ solves the Painlevé II equation $q^{\prime \prime}=2 q^{3}+x q$ subject to the condition $q(x) \sim \operatorname{Ai}(x)$ as $x \rightarrow \infty$ and $\operatorname{Ai}(x)$ is the Airy function.

Theorem 3.1.7 (see $[6,16,105])$. Suppose that the vertex weights $\left\{w_{i j}:(i, j) \in \mathbb{Z}^{2}\right\}$ are i.i.d. random variables with mean $\mu$, variance $\sigma^{2}$ and finite $p$-th moment for some $2<p<\infty$. Then for the directed first-passage site percolation we have

$$
\frac{L_{\uparrow}^{s}(n, k)-\mu(n+k)-2 \sigma \sqrt{n k}}{\sigma k^{-1 / 6} n^{1 / 2}} \xrightarrow{\mathrm{w}} F_{2}
$$

as $n \rightarrow \infty$ where $k=o\left(n^{\alpha}\right)$ for some $\alpha<\frac{6}{7}\left(\frac{1}{2}-\frac{1}{p}\right)$ and $F_{2}$ is the GUE Tracy-Widom distribution.

In particular, if all moments of the vertex weights are finite, then the result is true for $\alpha<3 / 7$. The same result holds if we replace first-passage time $T_{\uparrow}^{s}(n, k)$ by last passage time $L_{\uparrow}^{s}(n, k)$.

Note that in the definition of first-passage time one can restrict the paths to selfavoiding paths (for which all the visited vertices are distinct), as for any path removing a loop decreases the weight of the path. In directed first and last-passage percolation one consider self-avoiding paths of minimal length (which is $n+k$ ) and number of such paths is $\binom{n+k}{k}=e^{\Theta(k \log n)}=e^{o(n)}$ when $k=o\left(n^{\alpha}\right)$ for some $\alpha<1$. But in the undirected case number of paths is exponential in $n$. This follows easily from the fact that, number of self-avoiding paths from $(0,0)$ to $(n, 1)$ in the rectangle $\{0,1, \ldots, n\} \times\{0,1\}$ is $2^{n}$. In fact, even if in the previous example one look at the number of paths having length $n+1+2 i$ it is $\binom{n+1}{2 i+1}$ for $i=0,1, \ldots,\lfloor n / 2\rfloor$ and the number is exponential when $i=\Theta(n)$.

In [105], Suidan derived universality of oriented last passage percolation for thin rectangles from the result for exponential edge weights using a theorem of Chatterjee [25, 26] which is inspired by Lindeberg's proof of the Central Limit Theorem. In our case that strategy will not work as the number of paths is exponential in $n$.

### 3.1.5 Structure of the chapter

The chapter is organized in the following way. In Section 3.2 we state a general result that encompasses Theorem 3.1.2. In Section 3.3 we prove the asymptotic behavior of the mean of $a_{n}\left(G_{n}\right)$. Sections 3.4 and 3.5 contain, respectively, the lower bound for the variance and upper bounds for general central moments of $a_{n}\left(G_{n}\right)$. Section 3.6 contains a different proof for the case of exponential edge weights, which also indicates why the variance bounds are not tight in general. In Section 3.7 we prove the generalized version of Theorem 3.1.2 and in Section 3.8 we consider the case of first-passage time across $[0, n] \times G$ when $G$ is a fixed graph. Finally, in Section 3.9 we provide some numerical results in support of our conjectures.

### 3.2 Generalization

In this section, we generalize the theorems of Section 3.1 to first-passage percolation on graphs on the form $\mathbb{Z} \times G_{n}$, where $\left\{G_{n}\right\}$ is an arbitrary increasing sequence of undirected graphs.

Before stating the results, let us fix our notations. The set $\{a, a+1, \ldots, b\}$ with the nearest neighbor graph structure will be denoted by $[a, b]$. When $a=0$, we will simply write $[b]$ instead of $[0, b]$. Throughout the rest of the article we will consider the undirected first-passage bond percolation model with edge weight distribution $F$, as defined in the previous section. Let $\mu$ and $\sigma^{2}$ be the mean and the variance of $F$. We will use the standard notations $a_{n}=O\left(b_{n}\right)$ and $a_{n}=o\left(b_{n}\right)$, respectively, in the case $\sup _{n \geq 1} a_{n} / b_{n}<\infty$ and $\lim _{n \rightarrow \infty} a_{n} / b_{n}=0$.

For two finite connected graphs $H$ and $G$, we define the product graph structure on $H \times G$ in the natural way, that is, there is an edge between $(u, w)$ and $(v, z)$ if and only if either $(u, v)$ is an edge in $H$ and $w=z$, or $u=v$ and $(w, z)$ is an edge in $G$.

We will consider first-passage percolation on a special class of product graphs. Fix an integer $n$ and a connected graph $G$ with a distinguished vertex $o \in G$. Let $a_{n}(G)$ denote the first-passage time from $(0, o)$ to $(n, o)$ in $\mathbb{Z} \times G$. That is,

$$
a_{n}(G):=\inf \{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path from }(0, o) \text { to }(n, o) \text { in } \mathbb{Z} \times G\}
$$

where $\omega(\mathcal{P}):=\sum_{e \in \mathcal{P}} \omega_{e}$ is weight of the path $\mathcal{P}$. We define the cylinder first-passage time $t_{n}(G)$ as

$$
t_{n}(G):=\inf \{\omega(\mathcal{P}): \mathcal{P} \text { is a path from }(0, o) \text { to }(n, o) \text { in }[0, n] \times G\}
$$

We also define the side-to-side (cylinder) first-passage time as follows:

$$
\begin{gather*}
T_{a, b}(G):=\min \{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path connecting the two sides } \\
\{a\} \times G \text { and }\{b\} \times G \text { in }[a, b] \times G\}, \tag{3.2}
\end{gather*}
$$

that is, $T_{a, b}(G)$ is the minimum weight among all paths that join the right boundary of the product graph $[a, b] \times G$ to the left boundary of it. Note that it is enough to consider only those paths that start from some vertex in $\{a\} \times G$ and end at some vertex in $\{b\} \times G$, and lie in the set $[a+1, b-1] \times G$ throughout except for the first and last edges. One implication of this fact is that $T_{a, b}(G)$ is independent of the weights of the edges in the left and right boundaries $\{a\} \times G,\{b\} \times G$. We will write $T_{0, n}(G)$ simply as $T_{n}(G)$.

Now consider a nondecreasing sequence of connected graphs $G_{n}=\left(V_{n}, E_{n}\right), n \geq 1$. By 'nondecreasing' we mean that $G_{n}$ is a subgraph (need not be induced) of $G_{n+1}$ for all $n$. Let $o$ be a distinguished vertex in $G_{1}$, which we will call the origin of $G_{1}$. Then $o \in G_{n}$ for all $n$. Let $k_{n}$ and $d_{n}$ be the number of edges and the diameter of $G_{n}$, respectively.

Our object of study is first-passage percolation on the product graph $\mathbb{Z} \times G_{n}$ with i.i.d. edge weights from the distribution $F$. In particular, we wish to understand the behavior of the first-passage time $a_{n}\left(G_{n}\right)$ from $(0, o)$ to $(n, o)$.

The main result of this section is the following.
Theorem 3.2.1. Let $G_{n}$ be a nondecreasing sequence of connected graphs with a fixed origin o. Let $d_{n}$ and $k_{n}$ be the diameter and the number of edges in $G_{n}$. Suppose that as $n \rightarrow \infty$, $k_{n}=O\left(d_{n}^{\theta}\right)$ for some fixed $\theta \geq 1$. Let $a_{n}\left(G_{n}\right)$ be the first-passage percolation time from $(0, o)$ to ( $n, o$ ) in the graph $\mathbb{Z} \times G_{n}$. Suppose that a generic edge weight $\omega$ satisfies $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$. Then we have

$$
\frac{a_{n}\left(G_{n}\right)-\mathbb{E}\left[a_{n}\left(G_{n}\right)\right]}{\sqrt{\operatorname{Var}\left(a_{n}\left(G_{n}\right)\right)}} \xrightarrow{\mathrm{w}} N(0,1)
$$

as $n \rightarrow \infty$ provided one of following holds:
(A) There is a fixed connected graph $G$ such that $G_{n}=G$ for all $n \geq 1$, or
(B) $G_{n}$ 's are connected subgraphs of $\mathbb{Z}^{d-1}$ for some $d>1$, the edge weight distribution is admissible and $d_{n}=o\left(n^{\alpha}\right)$, where

$$
\alpha<\frac{1}{2+\theta+2 \theta /(p-2)} .
$$

Moreover, the same result holds for $t_{n}\left(G_{n}\right), T_{n}\left(G_{n}\right)$ in place of $a_{n}\left(G_{n}\right)$.
Clearly, this theorem implies Theorem 3.1.2 by taking $G_{n}=\left[-h_{n}, h_{n}\right]^{d-1}$ with $d_{n}=2 h_{n}(d-1)^{1 / 2}$ and $\theta=d-1$. Throughout the rest of the paper we will consider the case of general sequence $G_{n}$.

As we remarked earlier we do not have explicit formulas for the mean and the variance of $a_{n}\left(G_{n}\right)$. The following result is the generalization of the 'mean part' of Proposition 3.1.4.

Proposition 3.2.2. Consider the setup introduced above. Then the limit

$$
\nu:=\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[a_{n}\left(G_{n}\right)\right]
$$

exists and we have

$$
\nu n \leq \mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \leq \mu n \text { for all } n .
$$

Moreover, $\nu>0$ if $G_{n}=G$ for all $n \geq 1$ or $G_{n}$ 's are subgraphs of $\mathbb{Z}^{d-1}$ and $F(0)<p_{c}(d)$. In particular, when $G_{n}=\left[-h_{n}, h_{n}\right]^{d-1}$ and $h_{n} \rightarrow \infty$ as $n \rightarrow \infty$, we have $\nu=\nu\left(\boldsymbol{e}_{1}\right)$, where $\nu\left(\boldsymbol{e}_{1}\right)$ is defined as in (3.1). We also have

$$
\mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \leq \mathbb{E}\left[t_{n}\left(G_{n}\right)\right] \leq \mathbb{E}\left[T_{n}\left(G_{n}\right)\right]+2 \mu d_{n} \leq \mathbb{E}\left[a_{n}\left(G_{n}\right)\right]+2 \mu d_{n}
$$

for all $n$.
Now let us state the upper and lower bounds for the variance of $a_{n}\left(G_{n}\right)$, i.e. the 'variance part' of Proposition 3.1.4.

Proposition 3.2.3. Under the condition of Theorem 3.2.1 we have

$$
c_{1} \frac{n}{k_{n}} \leq \operatorname{Var}\left(a_{n}\left(G_{n}\right)\right) \leq c_{2} n
$$

for some positive constants $c_{1}, c_{2}$ that do not depend on $n$. Moreover,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \operatorname{Var}\left(a_{n}\left(G_{n}\right)\right)
$$

exists for all non-degenerate distribution $F$ on $[0, \infty)$ when $G_{n}=G$ for all $n$. The above results hold for $t_{n}\left(G_{n}\right)$ and $T_{n}\left(G_{n}\right)$.

In fact when $G_{n}=G$ for all $n \geq 1$, we can say much more as in Proposition 3.1.5.
Define

$$
\begin{equation*}
\mu(G):=\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[a_{n}(G)\right]}{n} \text { and } \sigma^{2}(G):=\lim _{n \rightarrow \infty} \frac{\operatorname{Var}\left(a_{n}(G)\right)}{n} \tag{3.3}
\end{equation*}
$$

Existence and positivity of the limits follow from Propositions 3.2.2 and 3.2.3. Consider the continuous process $X(\cdot)$ defined by $X(n)=t_{n}(G)-n \mu(G)$ for $n \geq 0$ and extended by linear interpolation. Then we have the following result.

Proposition 3.2.4. Assume that the generic edge weight $\omega$ is non-degenerate and satisfies $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$. Then the scaled process

$$
\left\{\left(n \sigma^{2}(G)\right)^{-1 / 2} X(n t)\right\}_{t \geq 0}
$$

converges in distribution to the standard Brownian motion as $n \rightarrow \infty$.

### 3.3 Estimates for the mean

In this section we will prove Proposition 3.2.2. We will break the proof into several lemmas. Lemma 3.3.1 shows that the random variables $a_{n}\left(G_{n}\right), t_{n}\left(G_{n}\right)$ and $T_{n}\left(G_{n}\right)$ are close in $L^{p}$ norm when the diameter $d_{n}$ of $G_{n}$ is small.

Corollary 3.3.1. We have

$$
T_{n}\left(G_{n}\right) \leq a_{n}\left(G_{n}\right) \leq t_{n}\left(G_{n}\right) \text { for all } n
$$

Moreover we have

$$
\mathbb{E}\left[\left|t_{n}\left(G_{n}\right)-T_{n}\left(G_{n}\right)\right|^{p}\right] \leq 2^{p} d_{n}^{p} \mathbb{E}\left[\omega^{p}\right] \text { for all } n \geq 1
$$

when $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p \geq 1$ and a typical edge weight $\omega \sim F$.
Proof. Fix any path $\mathcal{P}$ from $(0, o)$ to $(n, o)$ in $\mathbb{Z} \times G_{n}$. The path $\mathcal{P}$ will hit $\{0\} \times G_{n}$ and $\{n\} \times G_{n}$ at some vertices. Let $(0, u)$ be the vertex where $\mathcal{P}$ hits $\{0\} \times G_{n}$ the last time and $(n, v)$ be the vertex where $\mathcal{P}$ hits $\{n\} \times G_{n}$ the first time after hitting $(0, u)$. The path segment of $\mathcal{P}$ from $(0, u)$ to $(n, v)$ lies inside $[n] \times G_{n}$ and by non-negativity of edge weights we have $\omega(\mathcal{P}) \geq T_{n}\left(G_{n}\right)$. Since this is true for any path $\mathcal{P}$ joining $(0, o)$ to $(n, o)$ in $\mathbb{Z} \times G_{n}$, we have $T_{n}\left(G_{n}\right) \leq a_{n}\left(G_{n}\right)$.

Clearly $a_{n}\left(G_{n}\right) \leq t_{n}\left(G_{n}\right)$. Combining the two inequalities, we see that

$$
T_{n}\left(G_{n}\right) \leq a_{n}\left(G_{n}\right) \leq t_{n}\left(G_{n}\right) \text { for all } n
$$

Since the number of paths joining the left side $\{0\} \times G_{n}$ to the right side $\{n\} \times G_{n}$ in $[0, n] \times G_{n}$ is finite there is a path achieving the minimal weight $T_{n}\left(G_{n}\right)$. Choose such a path $\mathcal{P}^{*}$ using a deterministic rule. Suppose that the path $\mathcal{P}^{*}$ starts at $(0, u)$ and ends at $(n, w)$. As we remarked earlier in Section 3.2 the random variables $T_{n}\left(G_{n}\right), \mathcal{P}^{*}, u, w$ are independent of the edge weights $\omega_{e}$ where $e$ is an edge in $\{0\} \times G_{n}$ or $\{n\} \times G_{n}$.

Let $\mathcal{P}(u), \mathcal{P}(w)$ be some minimal length paths in $G_{n}$ joining $o, u$ and $o, w$ respectively. We have $t_{n}\left(G_{n}\right)-T_{n}\left(G_{n}\right) \leq S_{n}$ where $S_{n}$ is the sum of edge weights in the paths $\{0\} \times \mathcal{P}(u)$ and $\{n\} \times \mathcal{P}(w)$ and hence

$$
\mathbb{E}\left[\left|t_{n}\left(G_{n}\right)-T_{n}\left(G_{n}\right)\right|^{p}\right] \leq \mathbb{E}\left[S_{n}^{p}\right] .
$$

Moreover by independence of $u, w$ and the edge weights in $\{0, n\} \times G_{n}$ we have $\mathbb{E}\left[S_{n}^{p} \mid u, w\right] \leq$ $(|\mathcal{P}(u)|+|\mathcal{P}(w)|)^{p} \mathbb{E}\left[\omega^{p}\right]$. By definition of diameter we have $|\mathcal{P}(u)|+|\mathcal{P}(w)| \leq 2 d_{n}$ and thus we are done.

The following lemma combined with Lemma 3.3.1 completes half of the proof of Proposition 3.2.2. Recall that $\left\{G_{n}\right\}$ is a nondecreasing sequence of finite connected graphs.

Corollary 3.3.2. The limit

$$
\nu=\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[a_{n}\left(G_{n}\right)\right]}{n}
$$

exists and we have

$$
\nu n \leq \mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \leq \mu n \text { for all } n
$$

Moreover, we have $\nu<\mu$ if $d_{n} \geq 1$ and $F$ is non-degenerate.
Proof. Considering the straight line path from $(0, o)$ to $(n, o)$ it is easy to see that $\mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \leq$ $\mu n$. The existence of the limit is easily obtained from subadditivity as follows. Fix $n, m$. Consider $G_{n}$ and $G_{m}$ as subgraphs of $G_{n+m}$. Let $a_{n, n+m}\left(G_{m}\right)$ denote the first-passage time in $\mathbb{Z} \times G_{m}$ from $(n, o)$ to $(n+m, o)$. Clearly $a_{n, n+m}\left(G_{m}\right) \stackrel{\mathrm{d}}{=} a_{m}\left(G_{m}\right)$. Joining the minimal weight paths from $(0, o)$ to $(n, o)$ achieving the weight $a_{n}\left(G_{n}\right)$ and from $(n, o)$ to ( $n+m, o$ ) achieving the weight $a_{n, n+m}\left(G_{m}\right)$, we get a path in $\mathbb{Z} \times G_{n+m}$ from $(0, o)$ to $(n+m, o)$. Clearly

$$
a_{n+m}\left(G_{n+m}\right) \leq a_{n}\left(G_{n}\right)+a_{n, n+m}\left(G_{m}\right)
$$

Now taking expectation in both sides and using the subadditive lemma we have

$$
\nu:=\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[a_{n}\left(G_{n}\right)\right]}{n}
$$

exists and equals $\inf _{n \geq 1} \mathbb{E}\left[a_{n}\left(G_{n}\right)\right] / n$.
To show that $\nu<\mu$ it is enough to consider the one edge graph $G_{n}=G=\{0,1\}$ and $n$ even. Consider the following two paths from $(0,0)$ to $(2 n, 0)$. One is the straight line path. The other is the path connecting $(0,0),(0,1),(1,1),(1,0),(2,0)$ and repeating the same pattern. Clearly we have $\mathbb{E}\left[a_{2 n}(G)\right] \leq \mu n+n \mathbb{E}\left[\min \left\{\omega_{1}, \omega_{2}+\omega_{3}+\omega_{4}\right\}\right]$ where $\omega_{i}$ 's are i.i.d. from $F$. From here it is easy to see that $\nu<\mu$.

We complete the proof of Proposition 3.2.2 by finding lower bound for $\nu$ under appropriate conditions. Recall that $\nu\left(\boldsymbol{e}_{1}\right)>0$ iff $F(0)<p_{c}(d)$ where $\boldsymbol{e}_{1}$ is the first coordinate vector in $\mathbb{Z}^{d}$ and $\nu(\boldsymbol{x})$ is defined as in (3.1).

Corollary 3.3.3. Suppose $G_{n}$ 's are subgraphs of $\mathbb{Z}^{d-1}$. Then the limit $\nu$ in Lemma 3.3.2 satisfies

$$
\nu \geq \nu\left(\boldsymbol{e}_{1}\right)
$$

where $\nu\left(\boldsymbol{e}_{1}\right)$ is as defined in (3.1). Equality holds when $G_{n}=\left[-h_{n}, h_{n}\right]^{d-1}$ with $h_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Moreover, the limit $\nu$ is positive if $G_{n}=G$ for all $n$.

Proof. First suppose that $G_{n}=G$ for all $n$ and $G$ has $v$ vertices. It is easy to see that $\mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \geq n \mathbb{E}[Y]$ where $Y$ is the minimum of $v$ i.i.d. random variables each having distribution $F$, because any path from $(0, o)$ to $(n, o)$ must contain at least one edge of the form $((k, u),(k+1, u))$ for each $k=0, \ldots, n-1$. Since $\mathbb{E}[Y]>0$, it follows that $\nu>0$.

Now consider the case when $G_{n}$ 's are subgraphs of $\mathbb{Z}^{d-1}$ (we will match $o$ with the origin in $\left.\mathbb{Z}^{d-1}\right)$. Then $\mathbb{Z} \times G_{n}$ is a subgraph of $\mathbb{Z}^{d}$ with $(0, o)=\mathbf{0}$ and $(n, o)=n \boldsymbol{e}_{1}$ where $\mathbf{0}$ and $\boldsymbol{e}_{1}$ denote the origin and the first coordinate vector in $\mathbb{Z}^{d}$. Clearly we have $a\left(\mathbf{0}, n \boldsymbol{e}_{1}\right) \leq a_{n}\left(G_{n}\right)$ for all $n$. Diving both sides by $n$ and taking expectations we have

$$
\nu=\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \geq \lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[a\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)\right]=\nu\left(\boldsymbol{e}_{1}\right) .
$$

To prove that $\nu=\nu\left(\boldsymbol{e}_{1}\right)$ when $G_{n}=\left[-h_{n}, h_{n}\right]^{d-1}$, break the cylinder graph $[n] \times G_{n}$ into smaller cylinder graphs of length $\left\lfloor l_{n} / C\right\rfloor$ for some fixed constant $C>0$ where $l_{n}=$ $\min \left\{n^{1 / 2}, h_{n}\right\}$. Note that concatenating paths from $\left(i l_{n} / C, o\right)$ to $\left((i+1) l_{n} / C, o\right)$ for $i=$ $0,1, \ldots$ we get a path from $(0, o)$ to $(n, o)$. Let $n=m\left\lceil l_{n} / C\right\rceil+r$ with $r<\left\lceil l_{n} / C\right\rceil$. Thus we have

$$
\begin{equation*}
\mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \leq m \mathbb{E}\left[X\left(\left\lceil l_{n} / C\right\rceil, l_{n}\right)\right]+\mathbb{E}\left[X\left(r, l_{n}\right)\right] \tag{3.4}
\end{equation*}
$$

where

$$
\begin{aligned}
X(n, h): & :=\inf \{\omega(\mathcal{P}) \mid \mathcal{P} \text { is a path from }(0, o) \text { to }(n, o) \text { that lies in the } \\
& \text { rectangle } \left.[1, n-1] \times[-h, h]^{d-1} \text { except for the first and last edge }\right\} .
\end{aligned}
$$

Dividing both sides of (3.4) by $n$ and taking limits (note $l_{n}=o(n)$ and $l_{n} \rightarrow \infty$ as $n \rightarrow \infty$ ) we have

$$
\nu:=\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[a_{n}\left(G_{n}\right)\right] \leq \liminf _{n \rightarrow \infty} \frac{\mathbb{E}[X(\lceil n / C\rceil, n)]}{\lceil n / C\rceil} \leq \lim _{n \rightarrow \infty} \frac{\mathbb{E}[X(n,\lfloor C n\rfloor)]}{n}
$$

for any $C>0$. The last limit exists by subadditivity. Denote the last limit by $\alpha(C)$ which also satisfies $\alpha(C)=\inf _{n} \mathbb{E}[X(n,\lfloor C n\rfloor) / n$. Now let us consider the unrestricted cylinder percolation time $t\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)$ defined as the minimum weight among all paths from $\mathbf{0}$ to $n \boldsymbol{e}_{1}$ lying in the vertical strip $0<x_{1}<n$ except for the first and the last edge. From standard results in first-passage percolation theory (see Section 5.1 in Smythe and Wierman [101] for a proof) we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}\left[t\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)\right]=\nu\left(\boldsymbol{e}_{1}\right) .
$$

Now for fixed $n$, the random variables $X(n,\lfloor C n\rfloor)$ are decreasing in $C$ and $t\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)=$ $\lim _{C \rightarrow \infty} X(n,\lfloor C n\rfloor)$. By monotone convergence theorem we have

$$
\mathbb{E}\left[t\left(\mathbf{0}, n \boldsymbol{e}_{1}\right)\right]=\lim _{C \rightarrow \infty} \mathbb{E}[X(n,\lfloor C n\rfloor)] \geq \limsup _{C \rightarrow \infty} \alpha(C) n \geq \nu n .
$$

Dividing both sides by $n$ and letting $n \rightarrow \infty$ we are done.

### 3.4 Lower bound for the variance

Here we will prove the lower bound for the variance given in Proposition 3.2.3. First we will prove a uniform lower bound that holds for any $n$ and $G$. Later we will specialize to the case $G=G_{n}$ for given $n$.

Corollary 3.4.1. Let $G$ be a subgraph of $\mathbb{Z}^{d-1}$ with diameter $D$ and number of edges $k$. Let $F$ be admissible. Then we have

$$
\begin{equation*}
\operatorname{Var}\left(t_{n}(G)\right) \geq c_{1} \frac{n}{k} \text { and } \operatorname{Var}\left(T_{n}(G)\right) \geq c_{1} \frac{n}{k}\left(1-c_{2} \frac{D}{n}\right) \tag{3.5}
\end{equation*}
$$

for some absolute positive constants $c_{1}, c_{2}$ that depend only on $d$ and $F$. The same result holds for all nondegenerate probability distributions $F$ on $[0, \infty)$ with $c_{i}$ depending only on $G$ and $F$. In particular, when $D \leq n /\left(2 c_{2}\right)$ we have

$$
\operatorname{Var}\left(T_{n}(G)\right) \geq c_{3} \frac{n}{k}
$$

for all $n, k$ for some absolute constant $c_{3}>0$.
Proof. Fix $G$ and $n$. Let $v$ be the number of vertices in $G$. Let $\left\{e_{1}, e_{2}, \ldots, e_{N}\right\}$ be a fixed enumeration of the edges in $[n] \times G$ where $N=(n+1) k+n v$ is the number of edges in that graph. For simplicity let us write $t_{n}(G)$ simply as $t$. Let $\mathcal{F}_{i}$ be the sigma-algebra generated by $\left\{\omega\left(e_{1}\right), \omega\left(e_{2}\right), \ldots, \omega\left(e_{i}\right)\right\}$ for $i=0,1, \ldots, N$. For simplicity we will write $\omega_{i}$ instead of $\omega\left(e_{i}\right)$. Also we will write $t(\boldsymbol{\omega})$ to explicitly write the dependence of $t$ on the sequence of edge-weights $\boldsymbol{\omega}=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{N}\right)$.

Using Doob's martingale decomposition we can write the random variable $t-\mathbb{E}[t]$ as a sum of martingale difference sequences $\mathbb{E}\left[t \mid \mathcal{F}_{i}\right]-\mathbb{E}\left[t \mid \mathcal{F}_{i-1}\right], i=1,2, \ldots, N$. Since martingale difference sequences are uncorrelated we have the standard identity

$$
\operatorname{Var}(t)=\sum_{i=1}^{N} \operatorname{Var}\left(\mathbb{E}\left[t \mid \mathcal{F}_{i}\right]-\mathbb{E}\left[t \mid \mathcal{F}_{i-1}\right]\right)
$$

For $1 \leq i \leq N$, let $\hat{\boldsymbol{\omega}}^{i}$ denote the sequence of edge-weights $\boldsymbol{\omega}$ excluding the weight $\omega_{i}$. Moreover, for $x \in \mathbb{R}^{+}$, we will write $\left(\hat{\boldsymbol{\omega}}^{i}, x\right)$ to denote the sequence of edge-weights where the weight of the edge $e_{j}$ is $\omega_{j}$ for $j \neq i$ and $x$ for $j=i$. Clearly we have $\boldsymbol{\omega}=\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)$ for $i=1,2, \ldots, N$. If $\eta$ is a random variable distributed as $F$ and is independent of $\boldsymbol{\omega}$, then we have $\mathbb{E}\left[t \mid \mathcal{F}_{i}\right]-\mathbb{E}\left[t \mid \mathcal{F}_{i-1}\right]=\mathbb{E}\left[t\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right) \mid \mathcal{F}_{i}\right]$. It is easy to see that (as $\operatorname{Var}(t) \geq \operatorname{Var}(\mathbb{E}[t \mid \mathcal{F}]))$

$$
\begin{aligned}
\operatorname{Var}\left(\mathbb{E}\left[t\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right) \mid \mathcal{F}_{i}\right]\right) & \geq \operatorname{Var}\left(\mathbb{E}\left[\mathbb{E}\left[t\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right) \mid \mathcal{F}_{i}\right] \mid \omega_{i}\right]\right) \\
& =\operatorname{Var}\left(\mathbb{E}\left[t(\boldsymbol{\omega}) \mid \omega_{i}\right]\right)
\end{aligned}
$$

Now for any random variable $X$ we have $\operatorname{Var}(X)=\frac{1}{2} \mathbb{E}\left(X_{1}-X_{2}\right)^{2}$ where $X_{1}, X_{2}$ are i.i.d. copies of $X$. Thus we have

$$
\begin{align*}
\operatorname{Var}\left(\mathbb{E}\left[t(\boldsymbol{\omega}) \mid \omega_{i}\right]\right) & =\frac{1}{2} \mathbb{E}\left[\left(\mathbb{E}\left[t\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right) \mid \omega_{i}, \eta\right]\right)^{2}\right] \\
& =\mathbb{E}\left[\left(\mathbb{1}_{\left\{\omega_{i}>\eta\right\}} \mathbb{E}\left[t\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right) \mid \omega_{i}, \eta\right]\right)^{2}\right] \tag{3.6}
\end{align*}
$$

where in the last line we have used the fact that $\omega_{i}$ and $\eta$ are i.i.d. . Define

$$
\begin{equation*}
\Delta_{i}:=\mathbb{E}\left[\mathbb{1}_{\left\{\omega_{i}>\eta\right\}}\left(t\left(\hat{\boldsymbol{\omega}}^{i}, \omega_{i}\right)-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right)\right) \mid \boldsymbol{\omega}\right] \tag{3.7}
\end{equation*}
$$

for $i=1,2, \ldots, N$. From (3.6) we have $\operatorname{Var}\left(\mathbb{E}\left[t(\boldsymbol{\omega}) \mid \omega_{i}\right]\right) \geq\left(\mathbb{E}\left[\Delta_{i}\right]\right)^{2}$ for all $i$. Combining we have

$$
\operatorname{Var}(t) \geq \sum_{i=1}^{N}\left(\mathbb{E}\left[\Delta_{i}\right]\right)^{2} \geq \frac{1}{N}\left(\sum_{i=1}^{N} \mathbb{E}\left[\Delta_{i}\right]\right)^{2}=\frac{1}{N}(\mathbb{E}[g(\boldsymbol{\omega})])^{2}
$$

where

$$
g(\boldsymbol{\omega}):=\sum_{i=1}^{N} \Delta_{i}=\sum_{i=1}^{N} \mathbb{E}\left[\mathbb{1}_{\left\{\omega_{i}>\eta\right\}}\left(t(\boldsymbol{\omega})-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right)\right) \mid \boldsymbol{\omega}\right]
$$

Let $\mathcal{P}_{*}(\boldsymbol{\omega})$ be a minimum weight path for $\boldsymbol{\omega}$ chosen according to a deterministic rule. If the edge $e_{i}$ is in $\mathcal{P}_{*}(\boldsymbol{\omega})$, we have

$$
\mathbb{1}_{\left\{\omega_{i}>\eta\right\}}\left(t(\boldsymbol{\omega})-t\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right)\right) \geq \mathbb{1}_{\left\{\omega_{i}>\eta\right\}}\left(\omega_{i}-\eta\right)=\left(\omega_{i}-\eta\right)_{+}
$$

as the weight of the path $\mathcal{P}_{*}(\boldsymbol{\omega})$ for the configuration $\left(\hat{\boldsymbol{\omega}}^{i}, \eta\right)$ is $t(\boldsymbol{\omega})-\omega_{i}+\eta$. Thus we have

$$
\begin{equation*}
g(\boldsymbol{\omega}) \geq \sum_{i: e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})} \mathbb{E}\left[\left(\omega_{i}-\eta\right)_{+} \mid \omega_{i}\right] \tag{3.8}
\end{equation*}
$$

Now define the function

$$
h(x)=\mathbb{E}\left[(x-\eta)_{+}\right] \text {where } \eta \sim F
$$

It is easy to see that $h(x)=0$ iff $x \leq \lambda$ where $\lambda$ is the smallest point in the support of $F$ and $\mathbb{E}[h(\omega)]<\infty$.

Define a new set of edge weights $\omega_{i}^{\prime}=h\left(\omega_{i}\right)$ for $i=1,2, \ldots, N$ with distribution function $F^{\prime}$. Clearly $\omega_{i}^{\prime \prime}$ s are i.i.d. with $F^{\prime}(0)=\mathbb{P}(h(\omega)=0)=\mathbb{P}(\omega=\lambda)$. Moreover let $t\left(\boldsymbol{\omega}^{\prime}\right)$ be the cylinder first-passage time from $(0, o)$ to $(n, o)$ in $[0, n] \times G$ with edge weights $\boldsymbol{\omega}^{\prime}$. From (3.8) we have $g(\boldsymbol{\omega}) \geq t\left(\boldsymbol{\omega}^{\prime}\right)$. Now from Lemma 3.3.2 and 3.3.3 we have $\mathbb{E}\left[t\left(\boldsymbol{\omega}^{\prime}\right)\right] \geq \nu^{\prime}\left(\boldsymbol{e}_{1}\right) n$ where $\nu^{\prime}\left(\boldsymbol{e}_{1}\right)$ is as defined in (3.1) with edge weight distribution $F^{\prime}$ and $\nu^{\prime}\left(\boldsymbol{e}_{1}\right)>0$ as $F^{\prime}(0)<p_{c}(d)$. Also note that $N=(n+1) k+n v \leq 3 n k$. Thus, finally we have

$$
\begin{equation*}
\frac{1}{n} \operatorname{Var}(t) \geq \frac{1}{3 k}\left(\frac{\mathbb{E}\left[t\left(\boldsymbol{\omega}^{\prime}\right)\right]}{n}\right)^{2} \geq \frac{\nu^{\prime}\left(\boldsymbol{e}_{1}\right)^{2}}{3 k} \tag{3.9}
\end{equation*}
$$

Now assume that $F$ is any non-degenerate distribution supported on $[0, \infty)$. From Lemma 3.3.3 we can see that $\mathbb{E}\left[t_{n}(G)\right] \geq c n$ for all $n$ for some constant $c>0$ depending on $G$ and $F$. Thus we are done.

To prove the result for $T_{n}(G)$ we start with $T_{n}(G)$ in place of $t_{n}(G)$ and use $\mathbb{E}\left[T_{n}(G)\right] \geq \mathbb{E}\left[t_{n}(G)\right]-2 \mu D$ from Lemma 3.3.1 in (3.9).

Proof of the lower bound in Proposition 3.2.3. From Lemma 3.3.1 we have

$$
\begin{aligned}
\left|\operatorname{Var}\left(a_{n}\left(G_{n}\right)\right)^{1 / 2}-\operatorname{Var}\left(t_{n}\left(G_{n}\right)\right)^{1 / 2}\right| & \leq\left(\mathbb{E}\left[\left|a_{n}\left(G_{n}\right)-t_{n}\left(G_{n}\right)\right|^{2}\right]\right)^{1 / 2} \\
& \leq 2 d_{n}\left(\mu^{2}+\sigma^{2}\right)^{1 / 2}
\end{aligned}
$$

for all $n \geq 1$. Now under Theorem 3.2.1 we have $d_{n}=o\left(n^{1 /(2+\theta)}\right)$ which clearly implies that $d_{n}^{2}=o\left(n / k_{n}\right)$ as $k_{n}=O\left(d_{n}^{\theta}\right)$. Thus by Lemma 3.4.1 we are done. Using Lemma 3.5.5 one can drop the condition $d_{n}=o\left(n^{1 /(2+\theta)}\right)$ when $F$ is admissible.

### 3.5 Upper bound for Central moments

In this section we will prove upper bounds for central moments of $a_{n}\left(G_{n}\right), t_{n}\left(G_{n}\right)$ and $T_{n}\left(G_{n}\right)$, in particular the upper bound for variance of $a_{n}\left(G_{n}\right)$ stated in Proposition 3.2.3. Note that by Lemma 3.3.1 we have

$$
\mathbb{E}\left[\left|t_{n}\left(G_{n}\right)-a_{n}\left(G_{n}\right)\right|^{p}\right] \leq \mathbb{E}\left[\left|t_{n}\left(G_{n}\right)-T_{n}\left(G_{n}\right)\right|^{p}\right] \leq \mathbb{E}\left[\left(2 d_{n} \omega\right)^{p}\right]
$$

for all $n$ when $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p \geq 2$ with $\omega \sim F$. Hence it is enough to prove bounds for $\mathbb{E}\left[\left|t_{n}\left(G_{n}\right)-\mathbb{E}\left[t_{n}\left(G_{n}\right)\right]\right|^{p}\right]$.

Fix $n \geq 1$ and a finite connected graph $G$. We will prove the following.
Proposition 3.5.1. Let $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p \geq 2$ and $F(0)<p_{c}(d)$ where $\omega \sim F$. Also suppose that $G$ is a finite subgraph of $\mathbb{Z}^{d-1}$. Then for any $n \geq 1$ we have

$$
\mathbb{E}\left[\left|t_{n}(G)-\mathbb{E}\left[t_{n}(G)\right]\right|^{p}\right] \leq c n^{p / 2}
$$

where $c$ is a constant depending only on $p, d$ and $F$. Moreover, the same result holds with $c$ depending on $G$ without any restriction on $F(0)$. The above result holds for $a_{n}(G)$ and $T_{n}(G)$ when

$$
D \leq C n^{1 / 2}
$$

for some absolute constant $C>0$ where $D$ is the diameter of $G$.
When $F$ has finite exponential moments in some neighborhood of zero, one can use Talagrand's [106] strong concentration inequality along with Kesten's Lemma 3.5.5 to prove a much stronger result $\mathbb{P}\left(\left|t_{n}(G)-\mathbb{E}\left[t_{n}\left(G_{n}\right)\right]\right| \geq x\right) \leq 4 e^{-c_{1} x^{2} / n}$ for $x \leq c_{2} n$ for some constants $c_{1}, c_{2}>0$. Moreover, one can use moment inequalities due to Boucheron, Bousquet, Lugosi and Massart [21] to prove that the $p$-th moment is bounded by $n^{p / 2} k^{p / 2-1}$ for $p \geq 2$. But none of that gives what we need for the proof of Theorem 3.2.1, so we have to devise our own proof of Proposition 3.5.2.

The next two technical lemmas will be useful in the proof of Proposition 3.5.1. Proofs of the two technical lemmas and of Proposition 3.5.1 are given at the end of this section.

Corollary 3.5.2. For any $p>2$ and $x, y \in \mathbb{R}$ we have

$$
\left.|x| x\right|^{p-2}-y|y|^{p-2}|\leq \max \{1,(p-1) / 2\}| x-y \mid\left(|x|^{p-2}+|y|^{p-2}\right) .
$$

Corollary 3.5.3. Let $\beta>1, a, b \geq 0$. Let $y \geq 0$ satisfy $y^{\beta} \leq a+b y$. Then

$$
y^{\beta-1} \leq a^{(\beta-1) / \beta}+b .
$$

Before proving Proposition 3.5 .1 we need to define a new random variable $L_{n}(G)$. Consider cylinder first-passage time $t_{n}(G)$ in $[n] \times G$. Call a path $\mathcal{P}$ from $(0, o)$ to $(n, o)$ in $[n] \times G$ a weight minimizing path if its weight $\omega(\mathcal{P})$ equals $t_{n}(G)$. An edge $e$ of $[n] \times G$ is called an essential edge if all weight minimizing paths pass through the edge $e$. Let $L_{n}(G)$ denote the number of essential edges given the edge weights $\boldsymbol{\omega}$. Clearly $L_{n}(G)$ is a random variable. Lemma 3.5.4 gives upper bound for the $p$-th central moment of $t_{n}(G)$ in terms of moments of $L_{n}(G)$. Roughly it says that the fluctuation of $t_{n}(G)$ around its mean behaves like square root of $L_{n}(G)$.

Corollary 3.5.4. Let $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p \geq 2$ where $\omega \sim F$. Then we have

$$
\begin{aligned}
\left.\mathbb{E}\left[\mid t_{n}(G)-\mathbb{E}\left[t_{n}(G)\right]\right]^{p}\right] \leq & (2 p)^{p / 2} \mathbb{E}\left[L_{n}(G)^{p / 2}\right] \mathbb{E}\left[\omega^{2}\right]^{p / 2} \\
& +2^{p / 2}(2 p)^{p-2} \mathbb{E}\left[L_{n}(G)\right] \mathbb{E}\left[\omega^{p}\right]
\end{aligned}
$$

where $L_{n}(G)$ is the number of essential edges for $t_{n}(G)$.
Proof. The proof essentially is a general version of the Efron-Stein inequality. Fix $n, G$ and a fixed enumeration $\left\{e_{1}, \ldots, e_{N}\right\}$ of the edges in $[n] \times G$ where $N$ is the number of edges in that graph. Consider the random variable $t_{n}(G)-\mathbb{E}\left[t_{n}(G)\right]$ as a function $f(\boldsymbol{\omega})$ of the edge weight configuration $\boldsymbol{\omega}=\left(\omega_{1}, \ldots, \omega_{N}\right) \in \mathbb{R}_{+}^{N}$ where $\omega_{i}$ is the weight of the edge $e_{i}$.

Let $\omega_{1}^{\prime}, \ldots, \omega_{N}^{\prime}$ be i.i.d. copies of $\omega_{1}$. For a subset $S$ of $\{1,2, \ldots, N\}$ define $\boldsymbol{\omega}^{S} \in \mathbb{R}_{+}^{N}$ as the configuration where $\left(\boldsymbol{\omega}^{S}\right)_{i}=\omega_{i}$ for $i \notin S$ and $\left(\boldsymbol{\omega}^{S}\right)_{i}=\omega_{i}^{\prime}$ for $i \in S$. Recall that $[i]$ denote the set $\{1,2, \ldots, i\}$. Clearly $\boldsymbol{\omega}^{[0]}=\boldsymbol{\omega}$.

For illustration we will prove the $p=2$ case first which is the Efron-Stein inequality. Recall that $\mathbb{E}[f(\boldsymbol{\omega})]=0$. We have

$$
\mathbb{E}\left[f(\boldsymbol{\omega})^{2}\right]=\mathbb{E}\left[f(\boldsymbol{\omega})\left(f(\boldsymbol{\omega})-f\left(\boldsymbol{\omega}^{[N]}\right)\right)\right]=\sum_{i=1}^{N} \mathbb{E}\left[f(\boldsymbol{\omega})\left(f\left(\boldsymbol{\omega}^{[i-1]}\right)-f\left(\boldsymbol{\omega}^{[i]}\right)\right)\right] .
$$

Exchanging $\omega_{i}, \omega_{i}^{\prime}$ one can easily see that $\left(\boldsymbol{\omega}^{\{i\}}, \boldsymbol{\omega}^{[i]}, \boldsymbol{\omega}^{[i-1]}\right) \stackrel{\mathrm{d}}{=}\left(\boldsymbol{\omega}, \boldsymbol{\omega}^{[i-1]}, \boldsymbol{\omega}^{[i]}\right)$ and hence we have

$$
\mathbb{E}\left[f(\boldsymbol{\omega})^{2}\right]=\frac{1}{2} \sum_{i=1}^{N} \mathbb{E}\left[\left(f(\boldsymbol{\omega})-f\left(\boldsymbol{\omega}^{\{i\}}\right)\right)\left(f\left(\boldsymbol{\omega}^{[i-1]}\right)-f\left(\boldsymbol{\omega}^{[i]}\right)\right)\right] .
$$

By Cauchy-Schwarz inequality and exchangeability of $\omega_{i}, \omega_{i}^{\prime}$ we see that

$$
\mathbb{E}\left[f(\boldsymbol{\omega})^{2}\right] \leq \sum_{i=1}^{N} \mathbb{E}\left[\left(f(\boldsymbol{\omega})-f\left(\boldsymbol{\omega}^{\{i\}}\right)\right)^{2} \mathbb{1}\left\{\omega_{i}^{\prime}>\omega_{i}\right\}\right] .
$$

Now note that $\omega_{i}^{\prime}>\omega_{i}$ and $f(\boldsymbol{\omega}) \neq f\left(\boldsymbol{\omega}^{\{i\}}\right)$ implies that the $i$-th edge $e_{i}$ is essential for the configuration $\boldsymbol{\omega}$ and moreover, $0<f\left(\boldsymbol{\omega}^{\{i\}}\right)-f(\boldsymbol{\omega}) \leq \omega_{i}^{\prime}-\omega_{i} \leq \omega_{i}^{\prime}$. Also $\omega_{i}^{\prime}$ is independent of $\boldsymbol{\omega}$. Thus we have

$$
\mathbb{E}\left[f(\boldsymbol{\omega})^{2}\right] \leq \sum_{i=1}^{N} \mathbb{E}\left[\left(\omega_{i}^{\prime}\right)^{2} \mathbb{1}\left\{e_{i} \text { is essential for } \boldsymbol{\omega}\right\}\right]=\mathbb{E}\left[\omega_{i}^{2}\right] \mathbb{E}\left[L_{n}\right]
$$

where $L_{n}$ is the number of essential edges for the configuration $\boldsymbol{\omega}$.
Let $g(\cdot)$ be the function $g(x)=x|x|^{p-2}$. Using similar decomposition as was done for $p=2$ case we have

$$
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right]=\frac{1}{2} \sum_{i=1}^{N} \mathbb{E}\left[\left(f(\boldsymbol{\omega})-f\left(\boldsymbol{\omega}^{\{i\}}\right)\right)\left(g\left(\boldsymbol{\omega}^{[i-1]}\right)-g\left(\boldsymbol{\omega}^{[i]}\right)\right)\right] .
$$

Now Lemma 3.5.2 and symmetry of $\omega_{i}$ and $\omega_{i}^{\prime}$ imply that

$$
\begin{array}{rl}
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right] \leq a_{p} \sum_{i=1}^{N} & \mathbb{E}\left[\left|f(\boldsymbol{\omega})-f\left(\boldsymbol{\omega}^{\{i\}}\right)\right|\left|f\left(\boldsymbol{\omega}^{[i-1]}\right)-f\left(\boldsymbol{\omega}^{[i]}\right)\right|\right. \\
& \left.\cdot\left(\left|f\left(\boldsymbol{\omega}^{[i-1]}\right)\right|^{p-2}+\left|f\left(\boldsymbol{\omega}^{[i]}\right)\right|^{p-2}\right) \mathbb{1}\left\{\omega_{i}^{\prime}>\omega_{i}\right\}\right]
\end{array}
$$

where $a_{p}=\max \{1,(p-1) / 2\}$. Note that $\omega_{i}^{\prime}>\omega_{i}, f\left(\boldsymbol{\omega}^{\{i\}}\right) \neq f(\boldsymbol{\omega})$ and $f\left(\boldsymbol{\omega}^{[i]}\right) \neq f\left(\boldsymbol{\omega}^{[i-1]}\right)$ imply that $0<f\left(\boldsymbol{\omega}^{\{i\}}\right)-f(\boldsymbol{\omega}), f\left(\boldsymbol{\omega}^{[i]}\right)-f\left(\boldsymbol{\omega}^{[i-1]}\right) \leq \omega_{i}^{\prime}$ and the edge $e_{i}$ is essential for both the configurations $\boldsymbol{\omega}$ and $\boldsymbol{\omega}^{[i-1]}$. Moreover in that case we have

The last line follows easily when $p \leq 3$. For $p>3$ the last line follows by taking $\varepsilon=$ $e^{-1 /(p-3)}$, using Jenson's inequality $(a+b)^{p-2} \leq \varepsilon^{3-p} x^{p-2}+(1-\varepsilon)^{3-p} y^{p-2}$ and $(1-\varepsilon)^{-1} \leq$ $\max \{2,2(p-3)\}$. Thus

$$
\begin{aligned}
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right] \leq \sum_{i=1}^{N} \mathbb{E} & {\left[\left(\omega_{i}^{\prime}\right)^{2} \mathbb{1}\left\{e_{i} \text { is essential for } \boldsymbol{\omega}^{[i-1]}\right\}\right.} \\
& \left.\cdot\left(4 a_{p}\left|f\left(\boldsymbol{\omega}^{[i-1]}\right)\right|^{p-2}+b_{p}\left(\omega_{i}^{\prime}\right)^{p-2}\right)\right]
\end{aligned}
$$

where $b_{p}=a_{p} \max \left\{2,(2(p-3))^{p-3}\right\}$. Simplifying we have

$$
\begin{aligned}
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right] & \leq \sum_{i=1}^{N} \mathbb{E}\left[\left(\omega_{i}^{\prime}\right)^{2} \mathbb{1}\left\{e_{i} \text { is essential for } \boldsymbol{\omega}\right\}\left(4 a_{p}|f(\boldsymbol{\omega})|^{p-2}+b_{p}\left(\omega_{i}^{\prime}\right)^{p-2}\right)\right] \\
& =4 a_{p} \mathbb{E}\left[\left(\omega_{i}^{\prime}\right)^{2}\right] \mathbb{E}\left[L_{n}|f(\boldsymbol{\omega})|^{p-2}\right]+b_{p} \mathbb{E}\left[\left(\omega_{i}^{\prime}\right)^{p}\right] \mathbb{E}\left[L_{n}\right]
\end{aligned}
$$

where $L_{n}$ is the number of essential edges in the configuration $\boldsymbol{\omega}$. Let

$$
y=\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right]^{p-2) / p}
$$

Using Hölder's inequality we have

$$
\begin{aligned}
y^{p /(p-2)} & =\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right] \\
& \leq 4 a_{p} \mathbb{E}\left[\omega^{2}\right] \mathbb{E}\left[L_{n}^{p / 2}\right]^{2 / p} \mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right]^{(p-2) / p}+b_{p} \mathbb{E}\left[\omega^{p}\right] \mathbb{E}\left[L_{n}\right] \\
& =4 a_{p} \mathbb{E}\left[L_{n}^{p / 2}\right]^{2 / p} \mathbb{E}\left[\omega^{2}\right] y+b_{p} \mathbb{E}\left[L_{n}\right] \mathbb{E}\left[\omega^{p}\right] .
\end{aligned}
$$

Now Lemma 3.5.3 with $\beta=p /(p-2)$ gives that

$$
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right]^{2 / p}=y^{\beta-1} \leq 4 a_{p} \mathbb{E}\left[L_{n}^{p / 2}\right]^{2 / p} \mathbb{E}\left[\omega^{2}\right]+\left(b_{p} \mathbb{E}\left[L_{n}\right] \mathbb{E}\left[\omega^{p}\right]\right)^{2 / p}
$$

or

$$
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right] \leq 2^{p / 2-1}\left(2 a_{p}\right)^{p / 2} \mathbb{E}\left[L_{n}^{p / 2}\right] \mathbb{E}\left[\omega^{2}\right]^{p / 2}+2^{p / 2-1} b_{p} \mathbb{E}\left[L_{n}\right] \mathbb{E}\left[\omega^{p}\right] .
$$

Note that $2 a_{p} \leq p$ and $b_{p} \leq 2^{p-1} p^{p-2}$. Hence simplifying we finally conclude that

$$
\mathbb{E}\left[|f(\boldsymbol{\omega})|^{p}\right] \leq(2 p)^{p / 2} \mathbb{E}\left[L_{n}^{p / 2}\right] \mathbb{E}\left[\omega^{2}\right]^{p / 2}+2^{p / 2}(2 p)^{p-2} \mathbb{E}\left[L_{n}\right] \mathbb{E}\left[\omega^{p}\right] .
$$

Now we are done.

It is easy to see that $L_{n}(G)$ is smaller than the length of any length minimizing path. In fact the random variable $L_{n}(G)$ grows linearly with $n$. The following well-known result due to Kesten [67] will be useful to get an upper bound on the length of a weight minimizing path.

Corollary 3.5.5 (Proposition 5.8 in Kesten [67]). If $F(0)<p_{c}(d)$ then there exist constants $0<a, b, c<\infty$ depending on $d$ and $F$ only, such that the probability that there exists a selfavoiding path $\mathcal{P}$ from the origin which contains at least $n$ many edges but has $\omega(\mathcal{P})<c n$ is smaller than $a e^{-b n}$.

Combining Lemma 3.5.4 and Lemma 3.5.5 we have the proof of Proposition 3.5.1.

Proof of Proposition 3.5.1. Note that $G_{n}=G$ for all $n$ clearly implies that $L_{n}(G) \leq 3 n k$ where $k=k(G)$ is the number of edges in $G$. This completes the proof for the case where the constants depend on $G$.

Let $\pi_{n}$ be the minimum number of edges in a weight minimizing path for $t_{n}\left(G_{n}\right)$. To complete the proof it is enough to show the following: if $G_{n}$ 's are subgraphs of $\mathbb{Z}^{d-1}$ and $F(0)<p_{c}(d)$ we have $\mathbb{E}\left[\pi_{n}^{p / 2}\right] \leq c n^{p / 2}$ for some constant $c$ depending only on $d, p$ and $F$. We follow the idea from [68]. We have

$$
\begin{aligned}
& \mathbb{P}\left(\pi_{n}>t n\right) \leq \mathbb{P}\left(t_{n}\left(G_{n}\right)>c t n\right)+\mathbb{P}(\text { there exists a self avoiding path } \mathcal{P} \\
&\text { starting from } 0 \text { of at least } t n \text { edges but with } \omega(\mathcal{P})<c t n) .
\end{aligned}
$$

Now using Lemma 3.5.5 we see that the second probability decays like $a e^{-b t n}$. And the first probability is bounded by $\mathbb{P}\left(S_{n}>c t n\right)$ where $S_{n}$ is the weight of the straight line path
joining $(0, o)$ to $(n, o)$. Clearly $S_{n}$ is sum of $n$ many i.i.d. random variables. Thus we have

$$
\begin{aligned}
\mathbb{E}\left[\pi_{n}^{p / 2}\right] & =\int_{0}^{\infty} \frac{n^{p / 2} p}{2} t^{p / 2-1} \mathbb{P}\left(\pi_{n}>t n\right) d t \\
& \leq \int_{0}^{\infty} \frac{n^{p / 2} p}{2} t^{p / 2-1} \mathbb{P}\left(S_{n}>c t n\right) d t+\int_{0}^{\infty} \frac{n^{p / 2} p}{2} t^{p / 2-1} a e^{-b t n} d t \\
& =c^{-p / 2} \mathbb{E}\left[S_{n}^{p / 2}\right]+\frac{a p}{2 b^{p / 2}} \operatorname{Gamma}(p / 2) \leq c_{1} n^{p / 2}
\end{aligned}
$$

where the constant $c_{1}$ depends on $d, p$ and $F$. The result for $a_{n}(G)$ and $T_{n}(G)$ follow by Lemma 3.3.1 that

$$
\mathbb{E}\left[\left|t_{n}(G)-a_{n}(G)\right|^{p}\right] \leq \mathbb{E}\left[\left|t_{n}(G)-T_{n}(G)\right|^{p}\right] \leq \mathbb{E}\left[(2 D \omega)^{p}\right]
$$

for all $n, G$ when $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p \geq 2$ with $\omega \sim F$ and $D$ is the diameter of $G$.
Proof of the first technical Lemma 3.5.2. For $x, y \in \mathbb{R} /\{0\}, x \neq y$, let $z=x / y$. Then we have

$$
\frac{x|x|^{p-2}-y|y|^{p-2}}{(x-y)\left(|x|^{p-2}+|y|^{p-2}\right)}=\frac{z|z|^{p-2}-1}{(z-1)\left(|z|^{p-2}+1\right)} .
$$

Now, the lemma follows from the fact that

$$
c_{p}:=\sup _{z \in \mathbb{R}}\left|\frac{z|z|^{p-2}-1}{(z-1)\left(|z|^{p-2}+1\right)}\right| \leq \max \{1,(p-1) / 2\} .
$$

To prove this note that, by $p>2$ we have

$$
\sup _{z \geq 0} \frac{z^{p-1}+1}{(z+1)\left(z^{p-2}+1\right)} \leq 1
$$

and

$$
\sup _{z \geq 0} \frac{z^{p-1}-1}{(z-1)\left(z^{p-2}+1\right)}=\left(1-\sup _{x \geq 0} \frac{\sinh \frac{p-3}{p-1} x}{\sinh x}\right)^{-1}= \begin{cases}\left(1-\frac{p-3}{p-1}\right)^{-1} & \text { if } p>3 \\ (1-0)^{-1} & \text { if } p \leq 3\end{cases}
$$

and the line can be written succinctly as $\max \{1,(p-1) / 2\}$.
Proof of the second technical Lemma 3.5.3. Define $f(a, b):=\left(b+a^{1-1 / \beta}\right)^{1 /(\beta-1)}$ and $g(a, b):=$ $\sup \left\{y \geq 0: y^{\beta} \leq a+b y\right\}$. Without loss of generality assume $b>0$. Then it is easy to see that

$$
g(a, b)=b^{1 /(\beta-1)} g\left(a b^{-\beta /(\beta-1)}, 1\right) \text { and } f(a, b)=b^{1 /(\beta-1)} f\left(a b^{-\beta /(\beta-1)}, 1\right) .
$$

So again w.l.g. we can assume that $b=1$. Clearly $f(a, 1) \geq 1, g(a, 1) \geq 1$.
Let $F:[1, \infty) \rightarrow \mathbb{R}$ be the strictly increasing function $F(x):=x^{\beta}-x$. Note that $F(g(a, 1))=a$. Now $y>f(a, 1)$ implies that $y^{\beta}-y=F(y)>F(f(a, 1))=$ $f(a, 1)\left(f(a, 1)^{\beta-1}-1\right) \geq a^{1 / \beta}\left(1+a^{(\beta-1) / \beta}-1\right)=a$. Hence the upper bound is proved.

### 3.6 Exponential edge weights

Here we will give a different proof for the variance bounds in Proposition 3.2.3 when the edge weights are exponentially distributed with mean one (without loss of generality). The proof is based on a property of Gaussian distribution. Note that if $X, Y$ are i.i.d. standard normal then $\left(X^{2}+Y^{2}\right) / 2$ has $\operatorname{Exp}(1)$ distribution.

Let $\phi_{N}(\boldsymbol{z}):=(2 \pi)^{-N / 2} \exp \left(-\|\boldsymbol{z}\|^{2} / 2\right), \boldsymbol{z} \in \mathbb{R}^{N}$ be the density of the $N$-dimensional standard Gaussian vector. For $\boldsymbol{k}=\left(k_{1}, k_{2}, \ldots, k_{N}\right) \in \mathbb{Z}_{+}^{N}$, define the $\boldsymbol{k}$-th multivariate Hermite polynomial

$$
H_{\boldsymbol{k}}(\boldsymbol{x}):=\phi_{N}(\boldsymbol{x})^{-1}\left(-\frac{\partial}{\partial x_{1}}\right)^{k_{1}}\left(-\frac{\partial}{\partial x_{2}}\right)^{k_{2}} \cdots\left(-\frac{\partial}{\partial x_{N}}\right)^{k_{N}} \phi_{N}(\boldsymbol{x})
$$

and $\boldsymbol{k}!=k_{1}!k_{2}!\cdots k_{N}!$. Then the following is a well known result in Gaussian process.
Theorem 3.6.1. The collection of polynomials $\left\{H_{\boldsymbol{k}} \mid \boldsymbol{k} \in \mathbb{Z}_{+}^{N}\right\}$ gives an orthogonal basis in the Hilbert space of functions $L^{2}\left(\mathbb{R}^{N}, \phi_{N}(\boldsymbol{x}) d \boldsymbol{x}\right)$ with inner product

$$
\langle f, h\rangle:=\int_{\mathbb{R}^{N}} f(\boldsymbol{x}) h(\boldsymbol{x}) \phi_{N}(\boldsymbol{x}) d \boldsymbol{x}=\mathbb{E}[f(\boldsymbol{Z}) h(\boldsymbol{Z})]
$$

where $\boldsymbol{Z}$ is $N$-dimensional standard Gaussian random vector. Moreover we have

$$
\left\langle H_{\boldsymbol{k}}, H_{\boldsymbol{m}}\right\rangle= \begin{cases}\boldsymbol{k}! & \text { if } \boldsymbol{k}=\boldsymbol{m} \\ 0 & \text { otherwise }\end{cases}
$$

for all $\boldsymbol{k}, \mathbf{m} \in \mathbb{Z}_{+}^{N}$.
Using Theorem 3.6.1, for any $L^{2}$ function $f$ we have

$$
\mathbb{E}\left[f^{2}(\boldsymbol{Z})\right]=\sum_{\boldsymbol{k} \in \mathbb{Z}_{+}^{N}} \frac{1}{\boldsymbol{k}!}\left\langle H_{\boldsymbol{k}}, f\right\rangle^{2} \text { or } \operatorname{Var}(f(\boldsymbol{Z}))==\sum_{\boldsymbol{k} \in \mathbb{Z}_{+}^{N} \backslash\{\mathbf{0}\}} \frac{1}{\boldsymbol{k}!}\left\langle H_{\boldsymbol{k}}, f\right\rangle^{2}
$$

Now if $f$ is once differentiable, using the fact that $H_{2 e_{i}}(\boldsymbol{z})=z_{i}^{2}-1$ for $1 \leq i \leq N$ and $\mathbb{E}\left[Z_{i} f(\boldsymbol{Z})\right]=\mathbb{E}\left[\frac{\partial f}{\partial z_{i}}(\boldsymbol{Z})\right]$ we have

$$
\left\langle H_{2 e_{i}}, f\right\rangle=\mathbb{E}\left[\left(Z_{i}^{2}-1\right) f(\boldsymbol{Z})\right]=\mathbb{E}\left[Z_{i} \frac{\partial f}{\partial z_{i}}(\boldsymbol{Z})\right] .
$$

In particular we have

$$
\begin{equation*}
\operatorname{Var}(f(\mathbf{Z})) \geq \frac{1}{2} \sum_{i=1}^{N}\left(\mathbb{E}\left[Z_{i} \frac{\partial f}{\partial z_{i}}(\mathbf{Z})\right]\right)^{2} \tag{3.10}
\end{equation*}
$$

Taking limits it is easy to see that the bound (3.10) holds for any absolutely continuous function $f$. Now in our case $N$ is the number of edges in $[n] \times G$ and the function $T=T_{0, n}(G)$ of the edge weights $\boldsymbol{\omega}=\left(\omega_{i}\right)_{i=1}^{N}$ is absolutely continuous w.r.t. $\left(x_{i}, y_{i}\right)_{i=1}^{N}$ where $\omega_{i}=\left(x_{i}^{2}+y_{i}^{2}\right) / 2$. Let $x_{i}, y_{i}$ be i.i.d. standard Gaussian. Then $\omega_{i}$ 's are i.i.d. Exponentially
distributed with mean one. Moreover by continuity, the minimum weight path $\mathcal{P}_{*}(\boldsymbol{\omega})$ is unique a.s. and we have

$$
\frac{\partial T(\boldsymbol{\omega})}{\partial x_{i}}=x_{i} \mathbb{1}\left\{e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})\right\}, \frac{\partial T(\boldsymbol{\omega})}{\partial y_{i}}=y_{i} \mathbb{1}\left\{e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})\right\} \text { a.s. }
$$

for $i=1,2, \ldots, N$. Hence from (3.10) we have

$$
\begin{aligned}
\operatorname{Var}(T(\boldsymbol{\omega})) & \geq \frac{1}{2} \sum_{i=1}^{N}\left[\left(\mathbb{E}\left[x_{i}^{2} \mathbb{1}\left\{e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})\right\}\right]\right)^{2}+\left(\mathbb{E}\left[y_{i}^{2} \mathbb{1}\left\{e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})\right\}\right]\right)^{2}\right] \\
& \geq \frac{1}{4 N}\left(\sum_{i=1}^{N} \mathbb{E}\left[\left(x_{i}^{2}+y_{i}^{2}\right) \mathbb{1}\left\{e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})\right\}\right]\right)^{2} \\
& =\frac{1}{N}\left(\sum_{i=1}^{N} \mathbb{E}\left[\omega_{i} \mathbb{1}\left\{e_{i} \in \mathcal{P}_{*}(\boldsymbol{\omega})\right\}\right]\right)^{2}=\frac{1}{N}(\mathbb{E}[T(\boldsymbol{\omega})])^{2}
\end{aligned}
$$

Now note that $N \leq 3 n k$ where $k$ is the number of edges in $G$ and $\mathbb{E}[T(\boldsymbol{\omega})] \geq c n$ for some $c>0$ by Lemma 3.3.2. Thus we have the required lower bound. The upper bound follows easily from the Poincaré inequality.

In fact, using hypercontractivity and a argument similar to the one used in [10] one can prove that

$$
\operatorname{Var}\left(a_{n}\left(h_{n}\right)\right) \leq \frac{C n}{1+\log h_{n}} .
$$

This implies that for $h_{n} \rightarrow \infty, a_{n}\left(h_{n}\right)$ is noise sensitive and so any constant level Fourier mass is negligible compared to the variance. Since our lower bound is based on the second level Fourier mass, the lower bound is not tight when $h_{n} \rightarrow \infty$.

### 3.7 Proof of Theorem 3.2.1

The proof of Theorem 3.2.1 will be given in several steps. First we will show that it is enough to prove the CLT for $T_{n}\left(G_{n}\right)$ after proper centering and scaling. Then we will prove that $T_{n}\left(G_{n}\right)$ is "approximately" a sum of i.i.d. random variables each having distribution $T_{l}\left(G_{n}\right)$ and an error term where $l$ depends on $n$. Finally, using successive breaking of $T_{l}\left(G_{n}\right)$ into i.i.d. sums (the 'renormalization steps') and controlling the error in each step, we will complete the proof. Recall that the notations $a_{n}=O\left(b_{n}\right)$ and $a_{n}=o\left(b_{n}\right)$, respectively, mean that $a_{n} \leq C b_{n}$ for all $n \geq 1$ for some constant $C<\infty$ and $a_{n} / b_{n} \rightarrow 0$ as $n \rightarrow \infty$. Throughout the proof $c$ will denote a constant that depends only on $q, F$ and whose value may change from line to line.

### 3.7.1 Reduction to $T_{n}\left(G_{n}\right)$

Let us first recall the setting. We have a sequence of nondecreasing graphs $G_{n}$ with $G_{n}$ having diameter $d_{n}$ and $k_{n}$ edges. We also have $k_{n}=O\left(d_{n}^{\theta}\right)$ for some fixed $\theta \geq 1$. Define

$$
\mu_{n}(G):=\mathbb{E}\left[T_{n}(G)\right] \text { and } \sigma_{n}^{2}(G):=\operatorname{Var}\left(T_{n}(G)\right)
$$

for any integer $n \geq 1$ and any finite connected graph $G$.
Now from Lemma 3.3.1 we have

$$
\mathbb{E}\left[\left|a_{n}\left(G_{n}\right)-T_{n}\left(G_{n}\right)\right|^{p}\right] \leq 2^{p} d_{n}^{p} \mathbb{E}\left[\omega^{p}\right]
$$

for all $n$ when $\mathbb{E}\left[\omega^{p}\right]<\infty$ for a typical edge weight $\omega$. Moreover, from Proposition 3.2.3 we have $\sigma_{n}^{2}\left(G_{n}\right) \geq c n k_{n}^{-1}$ for all $n$ for some absolute constant $c>0$ when $d_{n}=o(n)$. Thus when $d_{n}^{2}=o\left(n k_{n}^{-1}\right)$ (which is satisfied if $d_{n}=o\left(n^{1 /(2+\theta)}\right)$ ), we have

$$
\frac{T_{n}\left(G_{n}\right)-\mu_{n}\left(G_{n}\right)}{\sigma_{n}\left(G_{n}\right)}-\frac{a_{n}\left(G_{n}\right)-\mathbb{E}\left[a_{n}\left(G_{n}\right)\right]}{\operatorname{Var}\left(a_{n}\left(G_{n}\right)\right)^{1 / 2}} \xrightarrow{L^{2}} 0 .
$$

Hence it is enough to prove CLT for $\left(T_{n}\left(G_{n}\right)-\mu_{n}\left(G_{n}\right)\right) / \sigma_{n}\left(G_{n}\right)$ when $d_{n}=o\left(n^{1 /(2+\theta)}\right)$. From now on we will assume that

$$
d_{n}=o\left(n^{\alpha}\right) \text { with } \alpha<1 /(2+\theta) \text { fixed. }
$$

### 3.7.2 Approximation as an i.i.d. sum

In Lemma 3.7.1 we will prove a relation between side-to-side first-passage times in large and small cylinders and this will be crucial to the whole analysis. Fix an integer $n$ and a finite connected graph $G$. Let $n=m l+r$ with $0 \leq r<l$ where $l \geq 1$ is an integer.

We divide the cylinder graph $[n] \times G$ horizontally into $m$ equal-sized smaller cylinder graphs $R_{1}, \ldots, R_{m}$ with $R_{i}=[(i-1) l, i l] \times G, i=1,2, \ldots, m$ each having width $l$ and a residual graph $R_{m+1}=[m l, n] \times G$. Let

$$
\begin{equation*}
X_{i}=T_{(i-1) l, i l}(G) \tag{3.11}
\end{equation*}
$$

be the side-to-side first-passage time for the product graph $R_{i}$ for $i=1,2, \ldots, m$ (see Definition 3.2). We also define $X_{m+1}=T_{m l, n}(G)$ for the residual graph $R_{m+1}$. Clearly $X_{m+1}=0$ if $r=0$. Note that $X_{i}$ 's depend on $n$ and $G$, but we will suppress $n, G$ for readability. We have the following relation. This is a generalization of Lemma 3.3.1.

Corollary 3.7.1. Let $n, G$ be fixed. Let $X_{i}$ be as defined in (3.11). Then the random variable

$$
Y:=T_{n}(G)-\left(X_{1}+X_{2}+\cdots+X_{m+1}\right)
$$

is nonnegative and is stochastically dominated by $S_{m D}$ where $S_{m D}$ is sum of $m D$ many i.i.d. random variables each having distribution $F$ and $D$ is the diameter of $G$. Moreover, $X_{1}, \ldots, X_{m}$ are i.i.d. having the same distribution as $T_{l}(G), X_{m+1}$ has the distribution of $T_{r}(G)$ and $X_{m+1}$ is independent of $X_{1}, \ldots, X_{m}$.

Proof. First of all, it is easy to see that $X_{i}$ depends only on the weights for the edge set $\{e: e$ is an edge in $[(i-1) l, i l] \times G\} \backslash\{e \mid e$ is an edge in $\{(i-1) l\} \times G$ or $\{i l\} \times G\}$. Thus, $X_{1}, \ldots, X_{m}$ 's are i.i.d. having the same distribution as $T_{l}(G)$.

Now choose a minimal weight path $\mathcal{P}^{*}$ joining the left boundary $\{0\} \times G$ to the right boundary $\{n\} \times G$ (if there are more than one path one can use some deterministic rule to break the tie). The path $\mathcal{P}^{*}$ hits all the boundaries $\{i l\} \times G$ at some vertex for
$i=0,1, \ldots, m$. Let $u_{i}, v_{i}, i=0,1, \ldots, m$ be the vertices in $G$ such that for each $i, \mathcal{P}^{*}$ hits $\{i l\} \times G$ for the last time at the vertex $\left(i l, u_{i}\right)$ and after that it hits the boundary $\{(i+1) l\} \times G$ at the vertex $\left((i+1) l, v_{i}\right)$ for the first time (take $(m+1) l$ to be $\left.n\right)$. Clearly if $\mathcal{P}^{*}$ hits $\{i l\} \times G$ only at a single vertex then $u_{i}=v_{i-1}$. Now the part of $\mathcal{P}^{*}$ between the vertices $\left(i l, u_{i}\right)$ and $\left((i+1) l, v_{i}\right)$ is a path in $[i l,(i+1) l] \times G$ and hence has weight more than $X_{i}$. But all these parts are disjoint. Hence we have $T_{n}(G)=\omega\left(\mathcal{P}^{*}\right) \geq \sum_{i=1}^{m+1} X_{i}$.

Now to prove upper bound for $Y$, let $\mathcal{P}_{i}^{*}$ be a minimal weight path joining the left boundary $\{i l\} \times G$ to the right boundary $\{(i+1) l\} \times G$ and achieving the weight $X_{i}$. Suppose $\mathcal{P}_{i}^{*}$ hits $\{i l\} \times G$ at $\left(i l, w_{i}\right)$ and hits $\{(i+1) l\} \times G$ at $\left((i+1) l, z_{i}\right)$ for $i=0,1, \ldots, m$. Let $\mathcal{P}_{i}$ be a minimal length path in $\{i l\} \times G$ joining $\left(i l, z_{i-1}\right)$ to $\left(i l, w_{i}\right)$ for $i=1,2, \ldots, m$. Consider the concatenated path $\mathcal{P}_{0}^{*}, \mathcal{P}_{1}, \mathcal{P}_{1}^{*}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{m}^{*}$ joining $\left(0, w_{0}\right)$ to $\left(n, z_{m+1}\right)$. By minimality of weight we have

$$
T_{n}(G) \leq \sum_{i=1}^{m}\left(X_{i}+\omega\left(\mathcal{P}_{i}\right)\right)+X_{m+1}
$$

Thus we have $Y=T_{n}(G)-\sum_{i=1}^{m+1} X_{i} \leq \sum_{i=1}^{m} \omega\left(\mathcal{P}_{i}\right)$. Clearly $\sum_{i=1}^{m} \omega\left(\mathcal{P}_{i}\right)$ is a sum of $\sum_{i=1}^{m} d\left(z_{i-1}, w_{i}\right)$ many i.i.d. random variables each having distribution $F$ where $d(\cdot, \cdot)$ is the graph distance in $G_{n}$. But we have $\sum_{i=1}^{m} d\left(z_{i-1}, w_{i}\right) \leq m D$ by definition of the diameter. Now $F$ is supported on $\mathbb{R}^{+}$. Thus we are done.

An obvious corollary of Lemma 3.7.1 is the following.
Corollary 3.7.2. For any integer $m, l, r$ and connected graph $G$ we have

$$
\left|\mu_{m l+r}(G)-\left(m \mu_{l}(G)+\mu_{r}(G)\right)\right| \leq m D \mu
$$

and

$$
\left|\sigma_{m l+r}(G)-\left(m \sigma_{l}^{2}(G)+\sigma_{r}^{2}(G)\right)^{1 / 2}\right| \leq m D\left(\mu^{2}+\sigma^{2}\right)^{1 / 2}
$$

where $D$ is the diameter of $G$.
Proof. Taking expectation of $Y$ in Lemma 3.7.1 with $n=m l+r$ we have $\mathbb{E}[Y]=\mu_{n}(G)-$ $m \mu_{l}(G)-\mu_{r}(G)$ and $0 \leq \mathbb{E}[Y] \leq m D \mu$.

Moreover, we have

$$
\begin{aligned}
& \left|\operatorname{Var}\left(T_{n}(G)\right)^{1 / 2}-\operatorname{Var}\left(T_{n}(G)-Y\right)^{1 / 2}\right| \\
& =\left|\left\|T_{n}(G)-\mathbb{E}\left[T_{n}(G)\right]\right\|_{2}-\left\|T_{n}(G)-Y-\mathbb{E}\left[T_{n}(G)-Y\right]\right\|_{2}\right| \\
& \leq\|Y-\mathbb{E}[Y]\|_{2} \leq\left(\mathbb{E}\left[Y^{2}\right]\right)^{1 / 2} \leq m D\left(\mu^{2}+\sigma^{2}\right)^{1 / 2} .
\end{aligned}
$$

Now the result follows since $T_{n}(G)-Y=\sum_{i=1}^{m+1} X_{i}$ and $X_{i}$ 's are independent of each other.

### 3.7.3 Lyapounov condition

From here onwards, we return to using $n$ in subscripts and superscripts. From Lemma 3.7.1 and Corollary 3.7.2 clearly we have

$$
\begin{align*}
& \mathbb{E}\left|T_{n}\left(G_{n}\right)-\mu_{n}\left(G_{n}\right)-\left(X_{1}^{(n)}+X_{2}^{(n)}+\cdots X_{m}^{(n)}-m \mu_{l}\left(G_{n}\right)\right)\right| \\
& \leq \mathbb{E}\left|T_{n}\left(G_{n}\right)-\left(X_{1}^{(n)}+X_{2}^{(n)}+\cdots X_{m+1}^{(n)}\right)\right|+m d_{n} \mu+\mathbb{E}\left|X_{m+1}^{(n)}-\mu_{r}\left(G_{n}\right)\right| \\
& \leq 2 m d_{n} \mu+\sigma_{r}\left(G_{n}\right) \tag{3.12}
\end{align*}
$$

where $X_{i}^{(n)}, i=1,2, \ldots, m$ are defined as in (3.11) and $n=m l+r$. We will take

$$
l=\max \left\{\left\lfloor n^{\beta}\right\rfloor, 1\right\} \text { for some fixed } \beta \in(2 /(2+\theta), 1) \text { and } m=\lfloor n / l\rfloor .
$$

Then we have $d_{n}^{2}=o(l)$ and all the lower and upper bounds on moments are valid for $T_{l}\left(G_{n}\right)$. The dependence of $m, l$ on $n$ is kept implicit. Note that $0 \leq r<l$. Moreover, writing $l-r$ in place of $l$ and 1 in place of $m$, we get from Corollary 3.7.2 that

$$
\begin{equation*}
\sigma_{r}\left(G_{n}\right) \leq \sigma_{l}\left(G_{n}\right)+\left(\mu^{2}+\sigma^{2}\right)^{1 / 2} d_{n} . \tag{3.13}
\end{equation*}
$$

Thus from (3.12) we have

$$
\begin{align*}
& \mathbb{E}\left|\frac{T_{n}\left(G_{n}\right)-\mu_{n}\left(G_{n}\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)}-\frac{\sum_{i=1}^{m}\left(X_{i}^{(n)}-\mu_{l}\left(G_{n}\right)\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)}\right| \\
& \leq \frac{2 m d_{n} \mu+\sigma_{r}\left(G_{n}\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)} \leq \frac{1}{\sqrt{m}}+3\left(\sigma^{2}+\mu^{2}\right)^{1 / 2} \frac{\sqrt{m} d_{n}}{\sigma_{l}\left(G_{n}\right)} . \tag{3.14}
\end{align*}
$$

Recall that we have $l \sim n^{\beta}$ for some $\beta<1$ and thus $m \sim n^{1-\beta}$. From the lower bound for the variance in Proposition 3.2.3 (as $d_{n}=o(l)$ ) we have

$$
\frac{m d_{n}^{2}}{\sigma_{l}^{2}\left(G_{n}\right)} \leq \frac{c m^{2} d_{n}^{2} k_{n}}{n}
$$

where $c$ is some absolute constant. By our assumption on $m, d_{n}$ and $k_{n}$ we have $m^{2} d_{n}^{2} k_{n}=$ $o(n)$ when $\alpha \leq(2 \beta-1) /(2+\theta)$ which is true for some $\beta<1$ as $\alpha<1 /(2+\theta)$. Hence $\left(T_{n}\left(G_{n}\right)-\mu_{n}\left(G_{n}\right)\right) / \sqrt{m} \sigma_{l}\left(G_{n}\right)$ has the same asymptotic limit as

$$
\begin{equation*}
\frac{\sum_{i=1}^{m} X_{i}^{(n)}-m \mu_{l}\left(G_{n}\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)} \tag{3.15}
\end{equation*}
$$

as $n \rightarrow \infty$ when

$$
\begin{equation*}
\alpha \leq \frac{2 \beta-1}{2+\theta} \text { for some } \beta \in\left(\frac{2}{2+\theta}, 1\right) . \tag{3.16}
\end{equation*}
$$

Now $X_{i}^{(n)}, i=1,2, \ldots, m$ are i.i.d. random variables with finite second moment, hence by the CLT for triangular arrays it is expected that (3.15) has standard Gaussian distribution asymptotically. However we cannot expect CLT for all values of $\beta$.

Let $s_{n}^{2}:=m \sigma_{l}^{2}\left(G_{n}\right)$ be the variance of $\sum_{i=1}^{m} X_{i}^{(n)}$. To use Lindeberg condition for triangular arrays of i.i.d. random variables we need to show that

$$
\frac{m}{s_{n}^{2}} \mathbb{E}\left[\tilde{T}_{l}^{2} \mathbb{1}\left\{\left|\tilde{T}_{l}\right| \geq \varepsilon s_{n}\right\}\right] \rightarrow 0 \text { as } n \rightarrow \infty
$$

for every $\varepsilon>0$ where $\tilde{T}_{l}=T_{l}\left(G_{n}\right)-\mu_{l}\left(G_{n}\right)$. However, any bound using the relation $T_{l}\left(G_{n}\right) \leq S_{l}$ where $S_{l}$ is the weight of the straight line path joining $(0, o)$ and $(l, o)$, gives rise to the condition $\theta \alpha \leq 1-2 \beta$. The last condition is contradictory to (3.16). The difficulty arises from the fact that the lower and upper bounds for the variances are not tight.

Still we can prove a CLT by using estimates for the moments of $\tilde{T}_{l}\left(G_{n}\right)$ from Proposition 3.5.1 and using a blocking technique which is reminiscent of the renormalization group method. Note that Lindeberg condition follows from the Lyapounov condition

$$
\begin{equation*}
\frac{m}{s_{n}^{p}} \mathbb{E}\left[\left|T_{l}\left(G_{n}\right)-\mu_{l}\left(G_{n}\right)\right|^{p}\right] \rightarrow 0 \text { as } n \rightarrow \infty \text { for some } p>2 \tag{3.17}
\end{equation*}
$$

and thus it is enough to prove (3.17) for some $\beta \in(2 /(2+\theta), 1)$ where $l=\max \left\{\left\lfloor n^{\beta}\right\rfloor, 1\right\}, m=$ $\lfloor n / l\rfloor, s_{n}^{2}=m \sigma_{l}^{2}\left(G_{n}\right)$. We also need to satisfy (3.16) to complete the proof of Theorem 3.2.1.

### 3.7.4 A technical estimate

We need the following technical estimate for the next "renormalization" step. The lemma gives an upper bound on the moment of sums of i.i.d. random variables. It is known as Rosenthal's inequality (see [95]) in the literature.

Corollary 3.7.3. Let $Y_{i}, i=1,2, \ldots, m$ be i.i.d. random variables with mean zero and $\mathbb{E}\left[Y_{i}^{p}\right]<\infty$ for some $p \geq 2$. Then we have

$$
\begin{equation*}
\mathbb{E}\left[\left|Y_{1}+Y_{2}+\cdots+Y_{m}\right|^{p}\right] \leq A_{p}\left(m \mathbb{E}\left[Y^{p}\right]+\left(m \mathbb{E}\left[Y^{2}\right]\right)^{p / 2}\right) \tag{3.18}
\end{equation*}
$$

where $A_{p}$ is a constant depending only on $p$.
Proof. For simplicity we present the proof when $p=2 q$ is an even integer. Let $Y \stackrel{\mathrm{~d}}{=} Y_{1}$ and $S_{m}=Y_{1}+\cdots+Y_{m}$. For $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{2 q}\right) \in \mathbb{Z}_{+}^{2 q}$, we will denote $\sum_{i=1}^{2 q} a_{i}$ by $|\boldsymbol{a}|$ and $\sum_{i=1}^{2 q} i a_{i}$ by $z(\boldsymbol{a})$. To estimate $\mathbb{E}\left[S_{m}^{2 q}\right]$, we will use the following decomposition which is an easy exercise in combinatorics. We have

$$
\mathbb{E}\left[S_{m}^{2 q}\right]=\sum_{\boldsymbol{a} \in \mathbb{Z}_{+}^{2 q}: z(\boldsymbol{a})=2 q} \frac{(2 q)!}{\prod_{i=1}^{2 q} i!^{a_{i}} a_{i}!}(m)_{|\boldsymbol{a}|} \prod_{i=1}^{2 q} \mathbb{E}\left[Y^{i}\right]^{a_{i}}
$$

where $(m)_{k}:=m!/(m-k)!\leq m^{k}$. Note that here we used the fact that $Y_{i}$ 's are i.i.d.. Since
$\mathbb{E}[Y]=0$ we can and we will assume that $a_{1}=0$. Thus using Hölder's inequality we have

$$
\begin{aligned}
\mathbb{E}\left[S_{m}^{2 q}\right] & \leq \sum_{z(\boldsymbol{a})=2 q} \frac{(2 q)!}{\prod_{i=2}^{2 q} i!^{a_{i}} a_{i}!}(m)_{|\boldsymbol{a}|} \prod_{i=2}^{2 q} \mathbb{E}\left[|Y|^{i}\right]^{a_{i}} \\
& \leq \sum_{z(\boldsymbol{a})=2 q} \frac{(2 q)!}{\prod_{i=2}^{2 q} i!^{a_{i}} a_{i}!} m^{|\boldsymbol{a}|} \prod_{i=2}^{2 q} \mathbb{E}\left[Y^{2}\right]^{\frac{a_{i}(q-i / 2)}{q-1}} \mathbb{E}\left[Y^{2 q}\right]^{\frac{a_{i}(i / 2-1)}{q-1}} \\
& \leq \sum_{z(\boldsymbol{a})=2 q} \frac{(2 q)!}{\prod_{i=2}^{2 q} i!^{a_{i}} a_{i}!}\left(m^{q} \mathbb{E}\left[Y^{2}\right]^{q}\right)^{\frac{|\boldsymbol{a}|-1}{q-1}}\left(m \mathbb{E}\left[Y^{2 q}\right]\right)^{\frac{q-|\boldsymbol{a}|}{q-1}} .
\end{aligned}
$$

Note that $2|\boldsymbol{a}| \leq z(\boldsymbol{a})=2 q$ as $a_{1}=0$. Now using the fact that $x^{\alpha} y^{1-\alpha} \leq \alpha x+(1-\alpha) y$ for all $x, y \geq 0, \alpha \in[0,1]$ we finally have

$$
\begin{equation*}
\mathbb{E}\left[S_{m}^{2 q}\right] \leq A_{q}\left(m \mathbb{E}\left[Y^{2 q}\right]+m^{q} \mathbb{E}\left[Y^{2}\right]^{q}\right) \tag{3.19}
\end{equation*}
$$

where

$$
A_{q}:=\sum_{z(\boldsymbol{a})=2 q} \frac{(2 q)!}{\prod_{i=2}^{2 q} i!^{a_{i}} a_{i}!}
$$

is a constant depending only on $q$.

### 3.7.5 Renormalization Step

Now we are ready to start our proof of the Lyapounov condition. For simplicity we will write $T_{l}(G)-\mu_{l}(G)$ imply as $\tilde{T}_{l}(G)$. Recall that

$$
\nu=\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[T_{n}\left(G_{n}\right)\right]}{n} .
$$

Corollary 3.7.4. Suppose that $\nu>0$ and $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$ where $\omega$ is a typical edge weight. Suppose either $G_{n}=G$ for all $n$ or $G_{n}$ 's are subgraphs of $\mathbb{Z}^{d-1}$. Let $l=\max \left\{\left\lfloor n^{\beta}\right\rfloor, 1\right\}, d_{n}=o\left(n^{\alpha}\right)$ with $2 \alpha<\beta$ and $k_{n}=O\left(d_{n}^{\theta}\right)$ for fixed $\theta \geq 1$. Suppose that there exist $t \geq 1$ real numbers $\beta_{i}, i=1,2 \ldots, t$ such that $2 \alpha<\beta_{t}<\beta_{t-1}<\cdots<\beta_{1}=\beta$ and we have

$$
\begin{aligned}
\alpha & \leq \frac{1-2\left(\beta_{i}-\beta_{i+1}\right)-\left(1-\beta_{i}\right) / q}{2+\theta} \text { for all } i=1,2, \ldots, t-1, \\
\text { and } \alpha & \leq \frac{q-1}{q} \cdot \frac{1-\beta_{t}}{\theta}
\end{aligned}
$$

where $q=p / 2$. Then we have

$$
\frac{\sum_{i=1}^{m} X_{i}^{(n)}-m \mu_{l}\left(G_{n}\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)} \xrightarrow{\mathrm{w}} N(0,1)
$$

as $n \rightarrow \infty$ where $X_{i}^{(n)}$,s are i.i.d. with $X_{i}^{(n)} \stackrel{\mathrm{d}}{=} T_{l}\left(G_{n}\right)$.

Proof. Since $X_{i}^{(n)}, i=1,2, \ldots, m$ are i.i.d. with mean $\mu_{l}\left(G_{n}\right)$ and variance $\sigma_{l}^{2}\left(G_{n}\right)$ and $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$, we can use the Lyapounov condition to prove the central limit theorem. We need to show that

$$
\frac{m}{s_{n}^{p}} \mathbb{E}\left[\left|\tilde{T}_{l}\left(G_{n}\right)\right|^{p}\right] \rightarrow 0 \text { as } n \rightarrow \infty
$$

where $s_{n}^{2}=m \sigma_{l}^{2}\left(G_{n}\right)$. By the variance lower bound from Proposition 3.2.3 we have

$$
\begin{equation*}
s_{n}^{2} \geq c_{1} \frac{m l}{k_{n}} \geq c_{2} \frac{n}{k_{n}} \tag{3.20}
\end{equation*}
$$

for some constants $c_{i}>0$ where $k_{n}$ is the number of edges in $G_{n}$. Using the moment bound from Proposition 3.5.1 and lower bound on $s_{n}^{2}$ (note that $d_{n}^{2}=o(l)$ ) we have

$$
\frac{m}{s_{n}^{p}} \mathbb{E}\left[\left|\tilde{T}_{l}\left(G_{n}\right)\right|^{p}\right] \leq \frac{c_{p} m l^{p / 2}}{\left(n / k_{n}\right)^{p / 2}} \leq \frac{c_{p} m l^{p / 2} k_{n}^{p / 2}}{(m l)^{p / 2}}=\frac{c_{p} k_{n}^{p / 2}}{m^{(p-2) / 2}}
$$

Thus when $k_{n}=o\left(m^{1-2 / p}\right)$ or equivalently $\theta \alpha \leq(1-2 / p)(1-\beta)$, we see that the right hand side converges to zero and we have a central limit theorem. This proves the assertion of the theorem when $t=1$.

Let us now look into the bounds more carefully. The random variable $T_{l}\left(G_{n}\right)$ itself behaves like a sum of i.i.d. random variables each having distribution $T_{l^{\prime}}\left(G_{n}\right)$ for $l^{\prime}<l$. We will use this fact to improve the required growth rate of $k_{n}$. Let $q=p / 2$ and assume that there exist $t \geq 2$ real numbers $\beta_{i}, i=1,2 \ldots, t$ such that $2 \alpha<\beta_{t}<\beta_{t-1}<\cdots<\beta_{1}=\beta$ and we have

$$
\begin{align*}
\quad \alpha & \leq \frac{1-2\left(\beta_{i}-\beta_{i+1}\right)-\left(1-\beta_{i}\right) / q}{2+\theta} \text { for all } i=1,2, \ldots, t-1  \tag{3.21}\\
\text { and } \alpha & \leq \frac{q-1}{q} \cdot \frac{1-\beta_{t}}{\theta}
\end{align*}
$$

From now on we will write $l_{1}, m_{1}$ and $\beta_{1}$ instead of $l, m$ and $\beta$ respectively. Recall that we have $l_{1}=\max \left\{\left\lfloor n^{\beta_{1}}\right\rfloor, 1\right\}$ and $d_{n}=o\left(n^{\alpha}\right)$. We will take

$$
l_{i}=\max \left\{\left\lfloor n^{\beta_{i}}\right\rfloor, 1\right\}, m_{i}=\left\lfloor l_{i-1} / l_{i}\right\rfloor \text { for } i=2, \ldots, t
$$

The idea is as follows. First we will break the cylinder graph $\left[0, l_{1}\right] \times G_{n}$ into $m_{2}$ many equal sized graphs each of which looks like $\left[0, l_{2}\right] \times G_{n}$. Then we will break each of the new graphs again into $m_{3}$ many equal sized graphs each of which looks like $\left[0, l_{3}\right] \times G_{n}$ and so on. We will stop after $t$ steps. Our goal is to break the error term into smaller and smaller quantities and show that the original quantity is "small" when each of the final quantities are "small". Throughout the proof $q, t, \theta, \alpha, \beta_{i}, i=1,2, \ldots, t$ are fixed.

For simplicity, first we will assume that

$$
l_{1}=m_{2} m_{3} \cdots m_{t} l_{t}
$$

Under this assumption we have $m_{i} l_{i}=l_{i-1}$ for all $i=2 \ldots, t$. Otherwise one has to look at the error terms which can be easily bounded using essentially the same idea and are
considered in (3.29).
First Step. Let us start with the first splitting. We break the rectangular graph $\left[0, l_{1}\right] \times G_{n}$ into $m_{2}$ many equal sized graphs $\left[(i-1) l_{2}, i l_{2}\right] \times G_{n}$ for $i=1,2, \ldots, m_{2}$. Recall that we have $l_{1}=m_{2} l_{2}$.

Let $S_{m_{2}}=\sum_{i=1}^{m_{2}} X_{i}$ where $X_{i}=T_{(i-1) l_{2}, l_{2}}\left(G_{n}\right)-\mu_{l_{2}}\left(G_{n}\right)$. Recall that $X_{i}$ 's are i.i.d. having the same distribution as $\tilde{T}_{l_{2}}\left(G_{n}\right)$ where $\tilde{T}_{l}\left(G_{n}\right)=T_{l}\left(G_{n}\right)-\mu_{l}\left(G_{n}\right)$. Let $\varepsilon_{1}=$ $\varepsilon_{1}(n):=m_{1} / s_{n}^{2 q}$. We need to show the Lyapounov condition:

$$
\begin{equation*}
\varepsilon_{1} \mathbb{E}\left[\tilde{T}_{l_{1}}\left(G_{n}\right)^{2 q}\right]=o(1) \tag{3.22}
\end{equation*}
$$

From Lemma 3.7.1 we have

$$
\mathbb{E}\left[\left|\tilde{T}_{l_{1}}\left(G_{n}\right)-S_{m_{2}}\right|^{2 q}\right] \leq c\left(m_{2} d_{n}\right)^{2 q} \mathbb{E}\left[\omega^{2 q}\right]
$$

for some constant $c>0$. Moreover, Lemma 3.7.3 implies that

$$
\mathbb{E}\left[S_{m_{2}}^{2 q}\right] \leq A_{q}\left(m_{2}^{q} \mathbb{E}\left[\tilde{T}_{l_{2}}\left(G_{n}\right)^{2}\right]^{q}+m_{2} \mathbb{E}\left[\tilde{T}_{l_{2}}\left(G_{n}\right)^{2 q}\right]\right)
$$

Thus we have

$$
\begin{aligned}
& \varepsilon_{1} \mathbb{E}\left[\tilde{T}_{l_{1}}\left(G_{n}\right)^{2 q}\right] \\
& \quad \leq c\left(\varepsilon_{1}\left(m_{2} d_{n}\right)^{2 q}+\varepsilon_{1} m_{2}^{q} \mathbb{E}\left[\tilde{T}_{l_{2}}\left(G_{n}\right)^{2}\right]^{q}+\varepsilon_{1} m_{2} \mathbb{E}\left[\tilde{T}_{l_{2}}\left(G_{n}\right)^{2 q}\right]\right)
\end{aligned}
$$

Hence we need to show that

$$
\begin{align*}
\varepsilon_{1}\left(m_{2} d_{n}\right)^{2 q} & =o(1),  \tag{3.23}\\
\varepsilon_{1} m_{2}^{q} \sigma_{l_{2}}^{2 q}\left(G_{n}\right) & =o(1)  \tag{3.24}\\
\text { and } \varepsilon_{1} m_{2} \mathbb{E}\left[\tilde{T}_{l_{2}}\left(G_{n}\right)^{2 q}\right] & =o(1) \tag{3.25}
\end{align*}
$$

Using the variance lower bound (3.20) we have

$$
\varepsilon_{1}\left(m_{2} d_{n}\right)^{2 q} \leq c \frac{m_{1}\left(m_{2}\right)^{2 q}\left(d_{n}^{2} k_{n}\right)^{q}}{n^{q}} \leq c\left(\frac{d_{n}^{2} k_{n}}{n^{1-2\left(\beta_{1}-\beta_{2}\right)-\left(1-\beta_{1}\right) / q}}\right)^{q}
$$

Now (3.23) follows as $d_{n}^{2} k_{n}=o\left(n^{(2+\theta) \alpha}\right)$ and $(2+\theta) \alpha \leq 1-2\left(\beta_{1}-\beta_{2}\right)-\left(1-\beta_{1}\right) / q$. Moreover, Corollary 3.7.2 with $l_{1}=m_{2} l_{2}$ implies that

$$
\left(m_{2} \sigma_{l_{2}}^{2}\left(G_{n}\right)\right)^{1 / 2} \leq \sigma_{l_{1}}\left(G_{n}\right)+c m_{2} d_{n}
$$

Thus using the definition of $\varepsilon_{1}=\varepsilon_{1}(n)$ and the fact that $s_{n}^{2}=m_{1} \sigma_{l_{1}}^{2}\left(G_{n}\right)$ we have

$$
\varepsilon_{1} m_{2}^{q} \sigma_{l_{2}}^{2 q}\left(G_{n}\right) \leq c\left(\varepsilon_{1} \sigma_{l_{1}}^{2 q}\left(G_{n}\right)+\varepsilon_{1}\left(m_{2} d_{n}\right)^{2 q}\right) \leq c\left(m_{1}^{1-q}+\varepsilon_{1}\left(m_{2} d_{n}\right)^{2 q}\right)
$$

and the right hand side is $o(1)$ as $q>1$ and by (3.23). So the only thing that remains to be proved is that

$$
\varepsilon_{1} m_{2} \mathbb{E}\left[\tilde{T}_{l_{2}}\left(G_{n}\right)^{2 q}\right]=o(1)
$$

Induction step. From the above calculations in step 1 the induction step is clear. Define

$$
\varepsilon_{i}=\varepsilon_{i}(n)=\frac{m_{1} m_{2} \cdots m_{i}}{s_{n}^{2 q}} \text { for } i \geq 1
$$

Claim 1. We have $\varepsilon_{i}\left(m_{i+1} d_{n}\right)^{2 q}=o(1)$ for all $i<t$.
Proof of Claim 1. Fix any $i$. Using definition of $\varepsilon_{i}$ and the variance lower bound from (3.20) we have

$$
\begin{aligned}
\varepsilon_{i}\left(m_{i+1} d_{n}\right)^{2 q}=\frac{m_{1} \cdots m_{i}\left(m_{i+1} d_{n}\right)^{2 q}}{s_{n}^{2 q}} & \leq c \frac{n^{1-\beta_{i}} m_{i+1}^{2 q}\left(d_{n}^{2} k_{n}\right)^{q}}{n^{q}} \\
& =o\left(\left[\frac{n^{(2+\theta) \alpha}}{n^{1-2\left(\beta_{i}-\beta_{i+1}\right)-\left(1-\beta_{i}\right) / q}}\right]^{q}\right)
\end{aligned}
$$

Now the claim follows by our assumption (3.21) that $(2+\theta) \alpha \leq 1-2\left(\beta_{i}-\beta_{i+1}\right)-(1-$ $\left.\beta_{i}\right) / q$ for all $i<t$.

Our next claim is the following.
Claim 2. We have $\varepsilon_{i} m_{i+1}^{q} \sigma_{l_{i+1}}^{2 q}\left(G_{n}\right)=o(1)$ for all $i \geq 1$.
Proof of Claim 2. We will prove the claim by induction on $i$. We have already proved the claim for $i=1$ in (3.24). Now suppose that the claim is true for some $i \geq 1$. Using Corollary 3.7.2 for $l_{i+1}=l_{i+2} m_{i+2}$ we see that

$$
\begin{aligned}
\varepsilon_{i+1}\left(m_{i+2} \sigma_{l_{i+2}}^{2}\left(G_{n}\right)\right)^{q} & \leq c\left(\varepsilon_{i+1} \sigma_{l_{i+1}}^{2 q}\left(G_{n}\right)+\varepsilon_{i+1}\left(m_{i+2} d_{n}\right)^{2 q}\right) \\
& =c\left(\varepsilon_{i} m_{i+1} \sigma_{l_{i+1}}^{2 q}\left(G_{n}\right)+\varepsilon_{i+1}\left(m_{i+2} d_{n}\right)^{2 q}\right) .
\end{aligned}
$$

Hence we have $\varepsilon_{i+1}\left(m_{i+2} \sigma_{l_{i+2}}^{2}\left(G_{n}\right)\right)^{q}=o(1)$ by Claim 1 and the induction hypothesis as $q>1$. This completes the proof.

Claim 3. For any $i \geq 1, \varepsilon_{i} \mathbb{E}\left[\tilde{T}_{l_{i}}\left(G_{n}\right)^{2 q}\right]=o(1)$ if $\varepsilon_{i+1} \mathbb{E}\left[\tilde{T}_{l_{i+1}}\left(G_{n}\right)^{2 q}\right]=o(1)$.
Proof of Claim 3. Assume that $\varepsilon_{i+1} \mathbb{E}\left[\tilde{T}_{l_{i+1}}\left(G_{n}\right)^{2 q}\right]=o(1)$. We write $\tilde{T}_{l_{i}}\left(G_{n}\right)$ as a sum of $S_{m_{i+1}}$ and an error term of order $m_{i+1} d_{n}$ where $S_{m_{i+1}}$ is sum of $m_{i+1}$ many i.i.d. random variables each having distribution $\tilde{T}_{l_{i+1}}\left(G_{n}\right)$. Using Lemma 3.7.3, as was done in the first step, one can easily see that $\varepsilon_{i} \mathbb{E}\left[\tilde{T}_{l_{i}}\left(G_{n}\right)^{2 q}\right]=o(1)$ when

$$
\begin{align*}
\varepsilon_{i}\left(m_{i+1} d_{n}\right)^{2 q} & =o(1),  \tag{3.26}\\
\varepsilon_{i} m_{i+1}^{q} \sigma_{l_{i+1}}^{2 q}\left(G_{n}\right) & =o(1)  \tag{3.27}\\
\text { and } \varepsilon_{i} m_{i+1} \mathbb{E}\left[\tilde{T}_{l_{i+1}}\left(G_{n}\right)^{2 q}\right] & =o(1) . \tag{3.28}
\end{align*}
$$

Now Condition (3.26) holds by Claim 1, Condition (3.27) holds by Claim 2 and Condition (3.28) holds by the hypothesis as $\varepsilon_{i+1}=\varepsilon_{i} m_{i+1}$.

Hence if we stop at step $t$, we see that the central limit theorem holds when $\varepsilon_{t} \mathbb{E}\left[\tilde{T}_{l_{t}}\left(G_{n}\right)^{2 q}\right]=o(1)$. By the upper bound for the $2 q$-th moment from Proposition 3.5.1
(as $\left.d_{n}^{2}=o\left(l_{t}\right)\right)$ we see that $\varepsilon_{t} \mathbb{E}\left[\tilde{T}_{l_{t}}\left(G_{n}\right)^{2 q}\right] \leq \varepsilon_{t} l_{t}^{q}$ and by the lower bound for the variance from (3.20) we have

$$
\varepsilon_{t} l_{t}^{q} \leq \frac{c m_{1} m_{2} \cdots m_{t} l_{t}^{q} k_{n}^{q}}{n^{q}}=\frac{c k_{n}^{q}}{\left(m_{1} m_{2} \cdots m_{t}\right)^{q-1}}=o\left(\frac{n^{q \theta \alpha}}{n^{(q-1)\left(1-\beta_{t}\right)}}\right) .
$$

The last condition also holds by our assumption (3.21) that $q \theta \alpha \leq(q-1)\left(1-\beta_{t}\right)$. Thus we are done when $l_{1}=m_{2} m_{3} \cdots m_{t} l_{t}$.

Now, in general we have $l_{i-1}=m_{i} l_{i}+r_{i}$ for $i=2, \ldots, t$ where $0 \leq r_{i}<l_{i}$ for all $i$. Using the same proof used in the case when all $r_{i}=0$, one can easily see from Claim 3, that we need to prove the extra conditions that

$$
\begin{equation*}
\varepsilon_{i} \mathbb{E}\left[\tilde{T}_{r_{i}}\left(G_{n}\right)^{2 q}\right]=o(1) \text { for all } i=2,3, \ldots, t \tag{3.29}
\end{equation*}
$$

Fix $i \in\{2,3, \ldots, t\}$. If $r_{i} \leq l_{t}$ then we are done since $\varepsilon_{i} \leq \varepsilon_{t}$ and by Proposition 3.5.1 we have $\mathbb{E}\left[\tilde{T}_{r_{i}}\left(G_{n}\right)^{2 q}\right] \leq c\left(d_{n}^{2 q}+l_{t}^{q}\right) \leq c_{1} l_{t}^{q}$. The last inequality follows since $2 \alpha<\beta_{t}$. Now suppose that $l_{j+1} \leq r_{i}<l_{j}$ for some $j \geq i$. Since we have $\varepsilon_{i} \leq \varepsilon_{j}$ for $j \geq i$ working with $r_{i}$ instead of $l_{j}$ and using the same inductive analysis used before we have the required result (3.29).

### 3.7.6 Choosing the sequence

To complete the proof of Theorem 3.2.1 we need to choose an appropriate sequence $\left(\beta_{1}, \ldots, \beta_{t}\right)$ in (3.21) which will be provided by Lemma 3.7.5. Note that

$$
\frac{1-2\left(\beta_{0}-\beta_{1}\right)-\left(1-\beta_{0}\right) / q}{2+\theta}=\frac{2 \beta_{1}-1}{2+\theta}
$$

for $\beta_{0}=1$ and we have noted earlier in (3.16) that

$$
\frac{a_{n}\left(G_{n}\right)-\mathbb{E}\left[a_{n}\left(G_{n}\right)\right]}{\operatorname{Var}\left(a_{n}\left(G_{n}\right)\right)^{1 / 2}} \text { has the same asymptotic limit as } \frac{\sum_{i=1}^{m} X_{i}^{(n)}-m \mu_{l}\left(G_{n}\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)}
$$

when $d_{n}=o\left(n^{\alpha}\right)$ and $\alpha \leq\left(2 \beta_{1}-1\right) /(2+\theta)$.
Corollary 3.7.5. Let $\beta_{1}, \beta_{2}, \ldots, \beta_{t}$ be $t$ real numbers satisfying the system of linear equations

$$
\begin{equation*}
\frac{1-2\left(\beta_{i}-\beta_{i+1}\right)-\left(1-\beta_{i}\right) / q}{2+\theta}=\frac{q-1}{q} \cdot \frac{1-\beta_{t}}{\theta} \tag{3.30}
\end{equation*}
$$

for all $i=0,1,2, \ldots, t-1$ where $\beta_{0}=1$. Then we have

$$
\begin{equation*}
\beta_{i}:=1-\frac{q \theta\left(1-r^{i}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)} \tag{3.31}
\end{equation*}
$$

for all $i=1,2, \ldots, t$ where $r=1-1 /(2 q)$.

Proof. Define $x_{i}=1-\beta_{i}$ for $i=0,1, \ldots, t$. Clearly $x_{0}=0$. Also define the constants

$$
c=\frac{q-1}{q} \cdot \frac{2+\theta}{\theta} \text { and } r=1-\frac{1}{2 q} .
$$

Then the system of equations (3.30) can be written in terms of $x_{i}$ 's as

$$
\begin{align*}
1-2 x_{i+1}+2 r x_{i} & =c x_{t} \text { for all } i=0,1, \ldots, t-1 \\
\text { or } x_{i+1}-r x_{i} & =\left(1-c x_{t}\right) / 2 \text { for all } i=0,1, \ldots, t-1 . \tag{3.32}
\end{align*}
$$

Multiplying the $i$-th equation by $r^{-i-1}$ and summing over $i=0,1, \ldots, t-1$ we have

$$
r^{-t} x_{t}=q r^{-t}\left(c x_{t}-1\right)\left(r^{t}-1\right) \text { or } x_{t}=\frac{q\left(1-r^{t}\right)}{1+q c\left(1-r^{t}\right)} .
$$

Now solving (3.32) recursively starting from $i=t-1, t-2, \ldots, 0$ we have

$$
x_{i}=\frac{q\left(1-r^{i}\right)}{1+q c\left(1-r^{t}\right)} \text { for all } i=1,2, \ldots, t .
$$

Simplifying and reverting back to $\beta_{i}$ we finally get

$$
x_{i}=1-\frac{q \theta\left(1-r^{i}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)}
$$

for all $i=1,2, \ldots, t$.

### 3.7.7 Completing the proof

Now we connect all the loose ends to complete the proof of Theorem 3.2.1.
Recall that the number of edges satisfies $k_{n}=O\left(d_{n}^{\theta}\right)$ and moreover we have $d_{n}=$ $o\left(n^{\alpha}\right)$ for some $\alpha<1$. We also have $l \sim n^{\beta_{1}}, m \sim n^{1-\beta_{1}}$ for some $\beta_{1} \in(\alpha, 1)$. We have proved in (3.16) that the CLT will follow if we can find some $\beta_{1} \in(\alpha, 1)$ such that $\alpha \leq\left(2 \beta_{1}-1\right) /(2+\theta)$ and

$$
\begin{equation*}
\frac{\sum_{i=1}^{m} X_{i}-m \mu_{l}\left(G_{n}\right)}{\sqrt{m} \sigma_{l}\left(G_{n}\right)} \stackrel{\mathrm{w}}{\longrightarrow} N(0,1) \tag{3.33}
\end{equation*}
$$

as $n \rightarrow \infty$ where $X_{i}$ 's are i.i.d. having distribution $T_{l}\left(G_{n}\right)$. Note that $(2 \beta-1) /(2+\theta)<\beta / 2$ for all $\beta>0$.

To prove (3.33) we will use the condition in Lemma 3.7.4. Assume that $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some real number $p>2$. Let $q=p / 2$. From Lemma 3.7.4 we see that CLT will hold in (3.33) if there exist $t \geq 1$ real numbers $\beta_{i}, i=1,2 \ldots, t$ such that $2 \alpha<\beta_{t}<\beta_{t-1}<\cdots<$ $\beta_{1}<\beta_{0}=1$ and

$$
\begin{equation*}
\alpha \leq \frac{q-1}{q} \cdot \frac{1-\beta_{t}}{\theta} \text { and } \alpha \leq \frac{1-2\left(\beta_{i}-\beta_{i+1}\right)-\left(1-\beta_{i}\right) / q}{2+\theta} \tag{3.34}
\end{equation*}
$$

for all $i=0,1, \ldots, t-1$. For $i=0$ the equation reduces to $\alpha \leq\left(2 \beta_{1}-1\right) /(2+\theta)$.

Now fix any integer $t \geq 1$. Define $r=1-1 / 2 q$. For $i=1, \ldots, t$, define

$$
\begin{equation*}
\beta_{i}:=1-\frac{q \theta\left(1-r^{i}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)} . \tag{3.35}
\end{equation*}
$$

As usual we will assume that $\beta_{0}=1$. Clearly $\beta_{t}<\beta_{t-1}<\cdots<\beta_{1}<\beta_{0}$. The sequence $\left(\beta_{1}, \ldots, \beta_{t}\right)$ is the unique solution to the system of equations given by equality in the right hand side of (3.34) (see Lemma 3.7.5). In fact we have

$$
\frac{q-1}{q} \cdot \frac{1-\beta_{t}}{\theta}=\frac{(q-1)\left(1-r^{t}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)}
$$

and

$$
\frac{1-2\left(\beta_{i}-\beta_{i+1}\right)-\left(1-\beta_{i}\right) / q}{2+\theta}=\frac{(q-1)\left(1-r^{t}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)}
$$

for any $i=0,1, \ldots, t-1$. Now note that

$$
\frac{2(q-1)\left(1-r^{t}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)}<1-\frac{q \theta\left(1-r^{t}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)}=\beta_{t}
$$

as $\theta+(q-1)(2+\theta)\left(1-r^{t}\right)-(2(q-1)+q \theta)\left(1-r^{t}\right)=\theta r^{t}>0$. Thus combining all the previous results we have

$$
\frac{a_{n}\left(G_{n}\right)-\mathbb{E}\left[a_{n}\left(G_{n}\right)\right]}{\sqrt{m} \sigma_{l}\left(G_{n}\right)} \xrightarrow{\mathrm{w}} N(0,1) \text { as } n \rightarrow \infty
$$

when

$$
\alpha \leq \frac{(q-1)\left(1-r^{t}\right)}{\theta+(q-1)(2+\theta)\left(1-r^{t}\right)}
$$

for some integer $t \geq 1$. Since $r=1-1 /(2 q)<1$, letting $t \rightarrow \infty$ we get the CLT when

$$
\alpha<\frac{q-1}{\theta+(q-1)(2+\theta)}=\frac{1}{2+\theta+2 \theta /(p-2)} .
$$

Thus we are done.

### 3.8 The case of fixed graph $G$

By the arguments given in Section 3.2, we have a Gaussian central limit theorem for $a_{n}(G)$ and $T_{n}(G)$ as $n \rightarrow \infty$ after proper scaling when $G$ is a fixed graph. Proposition 3.2.2 says that

$$
\nu(G):=\lim _{n \rightarrow \infty} \frac{\mathbb{E}\left[T_{n}(G)\right]}{n}
$$

exists and is positive. Moreover, Proposition 3.2.3 gives that

$$
0<c_{1} \leq \frac{\operatorname{Var}\left(T_{n}(G)\right)}{n} \leq c_{2}
$$

for all $n$ for some constants $c_{1}, c_{2}>0$ depending on $G$. The next lemma says that in fact we can say more. Assume that $v(G)$ is the number of vertices in $G, k(G)$ is the number of edges in $G$ and $D=D(G)$ is the diameter of $G$.

Corollary 3.8.1. Let $G$ be a finite connected graph. Then we have

$$
\left|\mathbb{E}\left[T_{n}(G)\right]-n \nu(G)\right| \leq \mu D \text { for all } n
$$

and the limit

$$
\sigma^{2}(G):=\lim _{n \rightarrow \infty} \frac{\sigma_{n}^{2}(G)}{n}
$$

exists and is positive.
Proof. Let $\tilde{\mu}_{n}=\mu_{n} / n$ and $\tilde{\sigma}_{n}^{2}=\sigma_{n}^{2} / n$. Using the proof given in corollary 3.7.2 we have

$$
\begin{equation*}
\left|n \tilde{\mu}_{n}-\left(m l \tilde{\mu}_{l}+r \tilde{\mu}_{r}\right)\right| \leq m \mu D \text { and }\left|\left(n \tilde{\sigma}_{n}^{2}\right)^{1 / 2}-\left(m l \tilde{\sigma}_{l}^{2}+r \tilde{\sigma}_{r}^{2}\right)^{1 / 2}\right| \leq m b D \tag{3.36}
\end{equation*}
$$

for all $n=m l+r$ with $0 \leq r<l$ where $b=\left(\mu^{2}+\sigma^{2}\right)^{1 / 2}$. Thus for any $m, k$ we have $\left|\tilde{\mu}_{m k}-\tilde{\mu}_{m}\right| \leq \mu D / m$. Reversing the roles of $m$ and $k$, and combining, we see that for any $m, k$, we have

$$
\left|\tilde{\mu}_{m}-\tilde{\mu}_{k}\right| \leq \mu D / k+\mu D / m .
$$

Taking limits as $k \rightarrow \infty$ we have, for any $m$,

$$
\left|\tilde{\mu}_{m}-\lim _{n \rightarrow \infty} \tilde{\mu}_{n}\right| \leq \mu D / m
$$

For the variance, we take $n=2 l$ in equation (3.36) to have

$$
\left|\tilde{\sigma}_{2 l}-\tilde{\sigma}_{l}\right| \leq b D(2 / l)^{1 / 2}
$$

Hence, it follows that $\tilde{\sigma}_{2^{k}}$ is Cauchy and $\lim _{k \rightarrow \infty} \tilde{\sigma}_{2^{k}}$ exists.
Now take any $l \geq 1$. There exists a unique positive integer $k=k(l)$ such that $2 l^{3 / 2} \leq 2^{k}<4 l^{3 / 2}\left(k(l)=1+\left\lceil\log _{2} l^{3 / 2}\right\rceil\right)$. Suppose $2^{k}=m l+r$ where $0 \leq r<l$. Clearly $\sqrt{l} \leq m \leq 4 \sqrt{l}$. Now from (3.36) we have,

$$
\left|\left(2^{k} \tilde{\sigma}_{2^{k}}^{2}\right)^{1 / 2}-\left(m l \tilde{\sigma}_{l}^{2}+r \tilde{\sigma}_{r}^{2}\right)^{1 / 2}\right| \leq m b D .
$$

Dividing by $2^{k / 2}$ on both sides, we get

$$
\left|\tilde{\sigma}_{2^{k}}-\left(\tilde{\sigma}_{l}^{2}+\frac{r\left(\tilde{\sigma}_{r}^{2}-\tilde{\sigma}_{l}^{2}\right)}{m l+r}\right)^{1 / 2}\right| \leq \frac{m b D}{\sqrt{m l+r}} \leq 2 b D l^{-1 / 4}
$$

Note that $k, m, r$ are functions of $l$ in the above expression. Among these, $m(l) \geq l^{1 / 2}$ and $r(l)<l$. Taking $l \rightarrow \infty$, and using the fact that the sequence $\left\{\tilde{\sigma}_{n}^{2}\right\}_{n \geq 1}$ is uniformly bounded (see Proposition 3.5.1), we get that $\lim _{m \rightarrow \infty} \tilde{\sigma}_{m}$ exists and equals $\lim _{k \rightarrow \infty} \tilde{\sigma}_{2^{k}}$. Positivity of the limit follows from the variance lower bound given in Proposition 3.2.3.

Note that, if we consider the point-to-point cylinder first-passage time $t_{n}(G)$ in $[0, n] \times G$, the same results given in Lemma 3.8.1 hold for $\mathbb{E}\left[t_{n}(G)\right]$ and $\operatorname{Var}\left(t_{n}(G)\right)$.

Now we consider the process $X(m)$ where $X(m)=t_{m}(G)-m \nu(G)$ for $m \in$ $\{0,1, \ldots\}$ and $X_{n}(t)=X_{m}+(t-m)\left(X_{m+1}-X_{m}\right)$ for $t \in(m, m+1)$. Note that when $G$ is the trivial graph consisting of a single vertex, $X(n)$ corresponds to random walk with linear interpolation and by Donsker's theorem $\left\{\left(n \sigma^{2}\right)^{-1 / 2} X(n t)\right\}_{t \geq 0}$ converges to Brownian motion. The next lemma says that for general $G$ we also have the same behavior. We assume that $\mathbb{E}\left[\omega^{p}\right]<\infty$ for some $p>2$ where $\omega \sim F$.

Corollary 3.8.2. The scaled process $\left\{\left(n \sigma^{2}(G)\right)^{-1 / 2} X(n t)\right\}_{t \geq 0}$ converges in distribution to standard Brownian motion as $n \rightarrow \infty$.

Proof. Consider the continuous process $X^{\prime}$ defined as $X^{\prime}(n):=T_{n}(G)-n \nu(G)$ for $n \in$ $\{0,1, \ldots\}$ and extended by linear interpolation. By Lemma 3.3.1 it is enough to prove Brownian convergence for $\left\{Y_{n}(t):=\left(n \sigma^{2}(G)\right)^{-1 / 2} X^{\prime}(n t): 0 \leq t \leq T\right\}$ for any fixed $T>0$. To prove the result it suffices to show that the finite dimensional distributions of $Y_{n}(t)$ converge weakly to those of $B_{t}$ and that $\left\{Y_{n}\right\}$ is tight.

First of all note that for any $s>0$, we have

$$
\begin{aligned}
\left|Y_{n}(s)-\left(n \sigma^{2}(G)\right)^{-1 / 2} X(\lfloor n s\rfloor)\right| & \leq\left(n \sigma^{2}(G)\right)^{-1 / 2}\left|X^{\prime}(1+\lfloor n s\rfloor)-X^{\prime}(\lfloor n s\rfloor)\right| \\
& \leq\left(n \sigma^{2}(G)\right)^{-1 / 2}(Z+\nu(G)) \xrightarrow{\mathrm{P}} 0
\end{aligned}
$$

where $Z$ is the maximum of all the edge weights connecting $\{\lfloor n s\rfloor\} \times G$ to $\{1+\lfloor n s\rfloor\} \times G$, which has the distribution of maximum of $v(G)$ many i.i.d. random variables each having distribution $F$. Thus it is enough to prove finite dimensional distributional convergence of the process $\left\{W_{n}(t):=\left(n \sigma^{2}(G)\right)^{-1 / 2} X^{\prime}(\lfloor n t\rfloor)\right\}_{t \geq 0}$. For a fixed $t>0$, using Theorem 3.2.1 we have $W_{n}(t) \xrightarrow{\mathrm{w}} N(0, t)$ since $\lfloor n t\rfloor / n \rightarrow t$.

For $0=t_{0}<t_{1}<t_{2}<\cdots<t_{l}<\infty$, define $V_{i}=T_{\left\lfloor n t_{i-1}\right\rfloor\left\lfloor\left\lfloor n t_{i}\right\rfloor\right.}(G)-\left(\left\lfloor n t_{i}\right\rfloor-\right.$ $\left.\left\lfloor n t_{i-1}\right\rfloor\right) \nu(G)$ for $i=1,2, \ldots, l$. Clearly $V_{i}$ 's are independent for all $i$. Moreover using Lemma 3.7.1 we have

$$
\mathbb{E}\left[\left|W_{n}\left(t_{i}\right)-W_{n}\left(t_{i-1}\right)-\left(n \sigma^{2}(G)\right)^{-1 / 2} V_{i}\right|\right] \rightarrow 0
$$

as $n \rightarrow \infty$ for all $i$. Thus by independence and by CLT for $\left(n \sigma^{2}(G)\right)^{-1 / 2} V_{i}$, we have

$$
\left(W_{n}\left(t_{i}\right)-W_{n}\left(t_{i-1}\right)\right)_{i=1}^{l} \xrightarrow{\mathrm{w}}\left(B_{t_{i}}-B_{t_{i-1}}\right)_{i=1}^{l} \text { as } n \rightarrow \infty .
$$

To prove tightness for $\left\{Y_{n}(\cdot)\right\}$, first of all note that certainly $\left\{Y_{n}(0)\right\}$ is tight as $Y_{n}(0) \equiv 0$. Also it is enough to prove tightness for $\left\{W_{n}(\cdot)\right\}$. We will prove tightness via the following lemma.

Corollary 3.8.3 (Billingsley [13], page 87-91). The sequence $\left\{W_{n}\right\}$ is tight if there exist constants $C \geq 0$ and $\lambda>1 / 2$ such that for all $0 \leq t_{1}<t_{2}<t_{3}$ and for all $n$, we have

$$
\mathbb{E}\left[\left|W_{n}\left(t_{2}\right)-W_{n}\left(t_{1}\right)\right|^{2 \lambda}\left|W_{n}\left(t_{3}\right)-W_{n}\left(t_{2}\right)\right|^{2 \lambda}\right] \leq C\left|t_{2}-t_{1}\right|^{\lambda}\left|t_{3}-t_{2}\right|^{\lambda} .
$$

Using the Cauchy-Schwarz inequality and Proposition 3.5.1, it is easy to that Lemma 3.8.3 holds with $\lambda=p / 4$. Thus we are done.

### 3.9 Numerical results

In this section we report some numerical simulation results which support Conjecture 3.1.3 and 3.1.6. We consider two-dimensional rectangles $[n] \times\left[-h_{n}, h_{n}\right]$ with $h_{n}=n^{\alpha}$ for $h_{n}$ ranging from 30 to 60 and $\alpha$ from the sequence $2 / 3,1 / 2,2 / 5$ and $1 / 3$. For the edge weight distribution we take $\operatorname{Bernoulli}(p)$ for different values of $p$. For each configuration we simulate 1000 observations for $a_{n}\left(h_{n}\right)$ to estimate the variance.

We assume that there are two constants $\beta, \gamma>0$ depending only on the distribution of edge weights such that

$$
\operatorname{Var}\left(a_{n}\left(h_{n}\right)\right) \approx \beta n h_{n}^{-\gamma}
$$

for $h_{n} \leq n^{2 / 3}$. Note that we have the rigorous result that $\gamma \in[0,1]$ if it exists. However it is not clear how to define the approximation properly. Our conjecture is that $\gamma$ exists in some "appropriate" sense (for example the ratio of the logarithms of both sides are bounded) and satisfies the following:

Conjecture 3.9.1. For two-dimension, we have

$$
\gamma=1 / 2
$$

when $h_{n}=\Theta\left(n^{\alpha}\right)$ and $\alpha \leq 2 / 3$.
To estimate the numbers $\beta$, $\gamma$ we use the simple linear regression model

$$
\log \operatorname{Var}\left(a_{n}\left(h_{n}\right)\right)=\log \beta+\log n-\gamma \log \left(h_{n}\right)+\text { Gaussian error }
$$

and least square estimates. The results are summarized in Table 3.1 and 3.2. For each $\alpha$, the first two columns show estimated values of $\gamma$ and $\beta$. The third column gives the $R^{2}$ values for the linear fit. The row for a given value of $p$ corresponds to taking $\operatorname{Bernoulli}(p)$ as the edge-weight distribution. In figure 3.1 the estimated values of $\gamma$ are plotted against $p$ for different values $\alpha$, which shows that $\gamma$ is close to $1 / 2$ for all values of $p$.


Figure 3.1: Plot of estimated value of $\gamma$ vs. $p$ for different values of $\alpha$.
Figure 3.2 shows QQ plots based on the above simulation data for $a_{n}\left(h_{n}\right)$ for $n=h_{n}^{2}=55$ against an appropriately fitted normal distribution, supporting the conjecture of asymptotic normality. We will investigate asymptotic normality of $a_{n}\left(h_{n}\right)$ for $h_{n} \ll n^{2 / 3}$ in future research.

| $p$ | $\alpha=2 / 3$ |  |  | $\alpha=1 / 2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma$ estimate | $\beta$ estimate | R-squared | $\gamma$ estimate | $\beta$ estimate | R-squared |
| .55 | 0.59665 | 0.33373 | 0.9899 | 0.68224 | 0.38860 | 0.9890 |
| .60 | 0.52898 | 0.34687 | 0.9936 | 0.50626 | 0.27719 | 0.9825 |
| .65 | 0.54485 | 0.44715 | 0.9944 | 0.52052 | 0.33806 | 0.9902 |
| .70 | 0.53255 | 0.48762 | 0.9939 | 0.47911 | 0.32135 | 0.9853 |
| .75 | 0.49552 | 0.42032 | 0.9943 | 0.46539 | 0.31256 | 0.9850 |
| .80 | 0.49639 | 0.42626 | 0.9913 | 0.47664 | 0.31795 | 0.9854 |
| .85 | 0.48601 | 0.37961 | 0.9953 | 0.43500 | 0.24835 | 0.9897 |
| .90 | 0.49857 | 0.35201 | 0.9952 | 0.48197 | 0.24066 | 0.9765 |
| .95 | 0.48624 | 0.23308 | 0.9923 | 0.43909 | 0.13365 | 0.9887 |

Table 3.1: Simulation results for $\alpha=2 / 3$ and $1 / 2$.

| $p$ | $\alpha=2 / 5$ |  |  | $\alpha=1 / 3$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\gamma$ estimate | $\beta$ estimate | R-squared | $\gamma$ estimate | $\beta$ estimate | R-squared |
| .55 | 0.64363 | 0.32603 | 0.9954 | 0.61249 | 0.28677 | 0.9965 |
| .60 | 0.51667 | 0.28690 | 0.9965 | 0.52718 | 0.28627 | 0.9964 |
| .65 | 0.48483 | 0.29860 | 0.9950 | 0.51104 | 0.31453 | 0.9975 |
| .70 | 0.51208 | 0.34944 | 0.9962 | 0.48300 | 0.30865 | 0.9972 |
| .75 | 0.46182 | 0.30366 | 0.9968 | 0.48419 | 0.31650 | 0.9954 |
| .80 | 0.52628 | 0.34583 | 0.9953 | 0.45275 | 0.27474 | 0.9964 |
| .85 | 0.38531 | 0.20287 | 0.9967 | 0.44346 | 0.24726 | 0.9953 |
| .90 | 0.45303 | 0.20414 | 0.9955 | 0.43682 | 0.18604 | 0.9970 |
| .95 | 0.41627 | 0.11022 | 0.9949 | 0.39896 | 0.10018 | 0.9967 |

Table 3.2: Simulation results for $\alpha=2 / 5$ and $1 / 3$.


Figure 3.2: QQ plots based on simulation data for $a_{n}\left(n^{1 / 2}\right)$ for $n=3000$ against an appropriately fitted normal distribution for $\operatorname{Bernoulli}(p)$ edge weights, $p=0.6,0.7,0.8,0.9$ in clockwise direction starting from top left.

## Chapter 4

## Spectra of random linear combinations of projection matrices

### 4.1 Introduction

For a symmetric $n \times n$ matrix $A$, let $\lambda_{1}(A) \geq \lambda_{2}(A) \geq \ldots \geq \lambda_{n}(A)$ denote its eigenvalues arranged in nonincreasing order. The spectral measure $\Lambda_{A}$ of $A$ is defined as the empirical measure of its eigenvalues which puts mass $1 / n$ to each of its eigenvalues, i.e.,

$$
\Lambda_{A}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}(A)}
$$

where $\delta_{x}$ is the dirac measure at $x$. In particular when the matrix $A$ is random we have a random spectral measure corresponding to $A$.

In his seminal paper [111] Wigner proved that the spectral measure for a large class of random matrices converges to the semi-circular law, as the dimension grows to infinity. Much work has since been done on various aspects of eigenvalues for different ensembles of large real symmetric or complex hermitian random matrices. In many cases, the random matrix has a simple linear structure. Moreover, there is also a big literature on the asymptotic spectral measure of random matrices coming from Haar measure on classical groups (e.g., orthogonal, unitary, simplectic group). Some of the results are surveyed in [53, 85]. The results are not only of interest to statisticians or to physicists but also to mathematicians, because of it its relation to combinatorics, geometry and algebra.

Many new results have been proved in the last few years for understanding liming spectral distribution of large random matrices having more complicated algebraic structure. In [23] the authors considered the spectra of large random Hankel, Markov and Toeplitz matrices, which was motivated by an open problem in [5] (see also [55]). We briefly describe their result for Markov matrices.

Let $\left\{X_{i j}: j \geq i \geq 1\right\}$ be an infinite upper triangular array of i.i.d. random variables and define $X_{j i}=X_{i j}$ for $j>i \geq 1$. Let $M_{n}$ be the random $n \times n$ symmetric
matrix given by

$$
\left(M_{n}\right)_{i j}= \begin{cases}X_{i j} & \text { if } i \neq j \\ -\sum_{l \neq i} X_{i l} & \text { if } i=j\end{cases}
$$

Note that each of the rows of $\mathbf{M}_{n}$ has zero sum. Their result says the following:
Theorem 4.1.1 (Theorem 1.3 in [23]). Let $\left\{X_{i j}: j \geq i \geq 1\right\}$ be a collection of i.i.d. random variables with $E\left(X_{12}\right)=0$ and $\operatorname{Var}\left(X_{12}\right)=1$. With probability $1, \Lambda_{n^{-1 / 2} M_{n}}$ converges weakly as $n \rightarrow \infty$ to the free convolution $\gamma_{M}$ of the semicircle and standard normal measures. This measure $\gamma_{M}$ is a nonrandom symmetric probability measure with smooth bounded density and does not depend on the distribution of $X_{12}$ and has unbounded support.

Note that $M_{n}=X_{n}-D_{n}$ where $\left(X_{n}\right)_{i j}=X_{i j}$ and $D_{n}$ is the diagonal matrix with $i$-th diagonal entry given by $\sum_{j=1}^{n} X_{i j}$. By Wigner's result $\Lambda_{n^{-1 / 2} X_{n}}$ converges to the semicircular law and each $n^{-1 / 2}\left(D_{n}\right)_{i i}$ converges to i.i.d. standard Gaussian random variable. Thus the result is intuitively clear, however it is hard to prove because of the strong dependence between $X_{n}$ and $D_{n}$. Now note that, $M_{n}$ can also be written as follows

$$
M_{n}=\sum_{1 \leq i<j \leq n} X_{i j}\left(I-P_{i j}\right)
$$

where $P_{i j}$ is the permutation matrix (which is also a projection matrix) corresponding to the permutation $(i, j)$ that interchanges $i$ and $j$.

Recently, in [43] the author considered linear combinations of matrices defined via representations and coxeter generators of the symmetric group. The result is described in Theorem 4.3.4. Here the matrices involved are all self-adjoint unitary matrices. However it is easy to check that a matrix $U$ is self-adjoint and unitary iff $(I-U) / 2$ is a projection matrix.

In many other cases also the random matrix, when it has a linear structure, can be written as a linear function $\sum_{\alpha} X_{\alpha} M_{\alpha}^{(n)}$ of i.i.d. random variables $\left\{X_{\alpha}\right\}$ where $M_{\alpha}^{(n)}$,s are deterministic matrices. For example Wigner matrices can be written as $\sum_{i \leq j} X_{i j} M_{i j}^{(n)}$ where $M_{i j}^{(n)}$ is the $n \times n$ matrix with 1 at the $(i, j)$ and $(j, i)$-th position and zero everywhere else.

In this chapter, we are interested in the case when $M_{\alpha}^{(n)}$,s are affine transformation of projection matrices, that is, $M_{\alpha}^{(n)}$ can be written as a linear combination of a projection matrix and the identity matrix. Note that, the Markov random matrix example in [23] and the result in [43] fall in this category.

Motivated by the result in [43] we will investigate sufficient conditions under which the limiting measure exists and we also identify the limit.

Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. real random variables with $\mathbb{E}\left(X_{1}\right)=0$ and $\mathbb{E}\left(X_{1}^{2}\right)=1$. Given $n$, suppose we have $k=k(n)$ many $n \times n$ symmetric matrices

$$
M_{1}^{(n)}, M_{2}^{(n)}, \ldots, M_{k}^{(n)}
$$

Without loss of generality (by appropriate scaling) we will always assume that the spectral radius of $M_{i}^{(n)}$ is one for all $i=1,2, \ldots, k$.

Now consider the random matrix

$$
A_{n}=\sum_{i=1}^{k} a_{i}^{(n)} X_{i} M_{i}^{(n)}
$$

where $\left\{a_{i}^{(n)}\right\}$ is a sequence of nonnegative real numbers. Let $\Lambda_{n}=\Lambda_{A_{n}}$ be the spectral measure of $A_{n}$. Clearly $\Lambda_{n}$ is a random measure on $\mathbb{R}$.

For a $n \times n$ symmetric matrix $A$ define its trace norm by

$$
\begin{equation*}
\|A\|_{\mathrm{tr}}:=\frac{1}{n} \sum_{i=1}^{n}\left|\lambda_{i}(A)\right| \tag{4.1}
\end{equation*}
$$

where $\lambda_{i}(A)$ 's are the eigenvalues of $A$ (counting multiplicity). Our first result says that the limit of $\Lambda_{n}$, if exists, is universal under minimal assumptions.

Lemma 4.1.2. Suppose $\Lambda_{A_{n}} \xrightarrow{\mathrm{w}} \Lambda_{\infty}$ (w.r.t. the topology of weak convergence of measures) in distribution as $n \rightarrow \infty$ where $A_{n}=\sum_{i=1}^{k(n)} a_{i}^{(n)} Z_{i} M_{i}^{(n)}$, $Z_{i}$ 's are i.i.d. standard normal random variables and $\Lambda_{\infty}$ is a random probability measure on $\mathbb{R}$. Assume that

$$
\max _{1 \leq i \leq k(n)}\left|a_{i}^{(n)}\right| \rightarrow 0 \text { and }\|\mathbf{a}\|^{2} \max _{1 \leq i \leq k(n)}\left\|M_{i}^{(n)}\right\|_{t r} \text { is uniformly bounded }
$$

as $n \rightarrow \infty$. Then $\Lambda_{B_{n}} \xrightarrow{\mathrm{w}} \Lambda_{\infty}$ in distribution as $n \rightarrow \infty$ where $B_{n}=\sum_{i=1}^{k(n)} a_{i}^{(n)} X_{i} M_{i}^{(n)}$ and $X_{i}$ 's are independent uniformly square integrable random variables with $\mathbb{E}\left(X_{1}\right)=0$ and $\mathbb{E}\left(X_{1}^{2}\right)=1$.

For simplicity, we assume that all $M_{i}^{(n)}$, s are projection matrices, that is

$$
\left(M_{i}^{(n)}\right)^{2}=M_{i}^{(n)}
$$

We also assume that $\operatorname{Tr}\left(M_{i_{1}}^{(n)} M_{i_{2}}^{(n)} \cdots M_{i_{k}}^{(n)}\right)$ depends only on $k, n$ when $i_{1}, i_{2}, \ldots, i_{k}$ 's are distinct integers such that $M_{i_{1}}^{(n)}, M_{i_{2}}^{(n)}, \ldots, M_{i_{k}}^{(n)}$ commute with each other. Define $\mu_{k}(n)$ as the above number $\operatorname{Tr}\left(M_{i_{1}}^{(n)} M_{i_{2}}^{(n)} \cdots M_{i_{k}}^{(n)}\right)$. Our main result says the following.

Theorem 4.1.3. Assume that

$$
\sum_{i=1}^{k(n)}\left(a_{i}^{(n)}\right)^{2}=1
$$

and

$$
\max _{1 \leq i \leq k(n)}\left|a_{i}^{(n)}\right| \rightarrow 0, \quad \sum_{(i, j) \in E_{n}}\left(a_{i}^{(n)} a_{j}^{(n)}\right)^{2} \rightarrow 0 \text { as } n \rightarrow \infty
$$

where $E_{n}:=\left\{(i, j): M_{i}^{(n)}\right.$ does not commute with $\left.M_{j}^{(n)}\right\}$. Also assume that

$$
\frac{\mu_{1}(n)}{n} \rightarrow \theta \text { and } \frac{\mu_{2}(n)}{n} \rightarrow \theta^{2} \text { as } n \rightarrow \infty
$$

for some real number $\theta \in[0,1]$. Let $\Lambda_{n}$ be the empirical spectral distribution of

$$
A_{n}=\sum_{i=1}^{k(n)} a_{i}^{(n)} Z_{i} M_{i}^{(n)}
$$

where $Z_{i}$ 's are i.i.d. standard Gaussian random variables. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of probability measures on $\mathbb{R}$ ) to a random distribution $\Lambda_{\infty}$ in probability where $\Lambda_{\infty}=\nu_{Z}, Z$ is $N(0,1)$ and $\nu_{z}$ is the distribution $N(\theta z, \theta(1-\theta))$.

In Section 4.2 we state the main results. We will provide several examples from representation theory of symmetric groups in Section 4.3. Section 4.4 gives generalization of results from Section 4.2. Finally in Section 4.5 we will prove the results.

### 4.2 Results

Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables with mean zero and variance one. Suppose we have a sequence of $k$ many $d \times d$ symmetric matrices $\mathbf{M}=\left(M_{1}, M_{2}, \ldots, M_{k}\right)$ and a sequence of real numbers $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{k}\right)$. We consider the random matrix

$$
A=\sum_{i=1}^{k} a_{i} X_{i} M_{i} .
$$

Since $A$ is symmetric all of its eigenvalues are real. Hence the empirical spectral measure $\Lambda_{A}$ is a probability measure on the real line.

We will always assume that there is an underlying parameter $n$, such that $k, d, \mathbf{M}, \mathbf{a}$ all depend on $n$. We will write $k(n), \mathbf{M}(n), \mathbf{a}(n), M_{i}^{(n)}, a_{i}^{(n)}, A_{n}$ instead of $k, \mathbf{M}, \mathbf{a}, M_{i}, a_{i}, A$ respectively when the dependence on $n$ need to be shown explicitly. Here we will investigate the limiting behavior of $\Lambda_{A_{n}}$ under appropriate assumptions as $n \rightarrow \infty$.

Before stating the result we need some definitions. Given a $d \times d$ matrix $A$ we define its mean trace by

$$
\overline{\operatorname{Tr}}(A)=\frac{1}{d} \sum_{i=1}^{d} A_{i i}
$$

We also denote the $L^{2}$ operator norm of $A$ by

$$
\begin{equation*}
\|A\|=\sup \left\{\|A x\|_{2}:\|x\|_{2}=1\right\} \tag{4.2}
\end{equation*}
$$

and its trace norm by

$$
\begin{equation*}
\|A\|_{\mathrm{tr}}=\overline{\operatorname{Tr}}\left(\sqrt{A^{*} A}\right) . \tag{4.3}
\end{equation*}
$$

If $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{d}$ are the $d$ eigenvalues (which can be complex) of $A$ counting multiplicity, then we have $\|A\|=\max _{1 \leq i \leq d}\left|\lambda_{i}\right|$ and $\|A\|_{\text {tr }}=\frac{1}{d} \sum_{i=1}^{d}\left|\lambda_{i}\right|$.

By changing the $a_{i}$ 's if necessary, w.l.g. we may assume that $\left\|M_{i}\right\| \leq 1$ (any uniform bound is enough) for all $1 \leq i \leq k$, that is all the eigenvalues of $M_{i}$ are in the interval $[-1,1]$.

First we will prove that under quite general condition of the limiting spectral measure of $A_{n}$ is universal w.r.t. the distribution of $X$ when it exists. Define

$$
\begin{gather*}
\|\mathbf{a}\|:=\left(a_{1}^{2}+a_{2}^{2}+\cdots+a_{k}^{2}\right)^{1 / 2}, \\
c_{n}=\max _{1 \leq i \leq k}\left|a_{i}\right| \text { and } b_{n}=\max _{1 \leq i \leq k}\left\|M_{i}\right\|_{\mathrm{tr}} . \tag{4.4}
\end{gather*}
$$

Recall that, $k, \mathbf{a}, a_{i}, M_{i}$ depend on $n$, so $b_{n}, c_{n}$ depend on $n$ too.
Lemma 4.2.1. Suppose $\Lambda_{A_{n}} \xrightarrow{\mathrm{w}} \Lambda_{\infty}$ (w.r.t. the topology of weak convergence of measures) in distribution as $n \rightarrow \infty$ where $A_{n}=\sum_{i=1}^{k} a_{i} Z_{i} M_{i}, Z_{i}$ 's are i.i.d. standard normal random variables and $\Lambda_{\infty}$ is a random probability measure on $\mathbb{R}$. Assume that $c_{n} \rightarrow 0$ and

$$
\max _{1 \leq i \leq k}\left\|M_{i}\right\|,\|\mathbf{a}\|^{2} b_{n} \text { are uniformly bounded }
$$

as $n \rightarrow \infty$. Then $\Lambda_{B_{n}} \xrightarrow{\mathrm{w}} \Lambda_{\infty}$ in distribution as $n \rightarrow \infty$ where $B_{n}=\sum_{i=1}^{k} a_{i} X_{i} M_{i}$ and $X_{i}$ 's are independent uniformly square integrable random variables with $\mathbb{E}\left(X_{1}\right)=0$ and $\mathbb{E}\left(X_{1}^{2}\right)=1$.

In the classical Wigner ensemble or Markov random matrix case, $k(n) \approx n^{2} / 2, c_{n}=$ $n^{-1 / 2},\|\mathbf{a}\|^{2} \approx n$ and $b_{n} \leq 2 / n$. In most of our later examples, we will have $\|\mathbf{a}\|=1$ and $c_{n}=o(1)$ as $n \rightarrow \infty$ and so the result in Lemma 4.2.1 holds.

By Lemma 4.2.1 it is enough to prove the limits for standard Gaussian random variables. In our examples $M_{i}$ will be of the form $a P+b I$ where $P$ is a projection matrix, $I$ is the identity matrix and $a, b$ are real numbers with $|a+b| \leq 1$.

Given a sequence $\mathbf{M}=\left(M_{1}, M_{2}, \ldots, M_{k}\right)$ of $k$ matrices we define the "interaction graph" of $\mathbf{M}$ as follows:

Definition 4.2.2. The graph $G:=([k], E)$ with vertex set $[k]$ and edge set $E=\{(i, j)$ : $\left.M_{i} M_{j} \neq M_{j} M_{i}\right\}$ is called the interaction graph of $\mathbf{M}$.

We also define,
Definition 4.2.3. The sparseness of $\mathbf{M}$ w.r.t. the sequence $\mathbf{a}$ is defined as

$$
N(\mathbf{a} ; \mathbf{M})=\sum_{(i, j) \in E} a_{i}^{2} a_{j}^{2}
$$

where $E$ is the set of edges in the interaction graph of $\mathbf{M}$.
Note that if all $a_{i}$ 's are equal to $k^{-1 / 2}$ then $N(\mathbf{a} ; \mathbf{M})$ is $k^{-2}|E|$ and if all elements in $\mathbf{M}$ commute with each other then $G$ is the empty graph $([k], \varnothing)$. So $N(\mathbf{a} ; \mathbf{M})$ measures the size of the interaction graph $G(\mathbf{M})$ w.r.t. the weight sequence $\mathbf{a}$. When needed, to stress the dependence on $n$, we will write $E_{n}, N_{n}$ instead of $E, N(\mathbf{a}(n) ; \mathbf{M}(n))$.

We say that condition $\mathbf{A}$ holds if
Condition A. For every integer $s, t \geq 0$ there is a real number $\mu_{s, t}$ such that

$$
\begin{equation*}
\Delta_{s, t}(n):=\sup \left|\overline{\operatorname{Tr}}\left(M_{i_{1}} M_{i_{2}} \cdots M_{i_{s}} M_{i_{s+1}}^{2} M_{i_{s+2}}^{2} \cdots M_{i_{s+t}}^{2}\right)-\mu_{s, t}\right| \rightarrow 0 \tag{4.5}
\end{equation*}
$$

as $n \rightarrow \infty$ where the supremum is taken over all distinct $i_{1}, i_{2}, \ldots, i_{s+t} \in[k]^{s+t}$ such that $M_{i_{1}}, M_{i_{2}}, \ldots, M_{i_{s+t}}$ commute with each other.

In Lemma 4.4.1 we will show that if condition $\mathbf{A}$ holds then there is a random vector $(\theta, \gamma)$ taking values in $[-1,1] \times[0,1]$ such that $\mu_{s, t}=\mathbb{E}\left[\theta^{s} \gamma^{t}\right]$ for all $s, t \geq 0$.

Now we are ready to state our main theorem.
Theorem 4.2.4. Assume that $\|\mathbf{a}(n)\|_{2}=1, \max \left|a_{i}^{(n)}\right| \rightarrow 0, N(\mathbf{a}(n) ; \mathbf{M}(n)) \rightarrow 0$ as $n \rightarrow \infty$. Also assume that condition $\boldsymbol{A}$ holds with $\mu_{s, t}=\mathbb{E}\left[\theta^{s} \gamma^{t}\right]$ for some random vector $(\theta, \gamma)$ such that $\gamma \geq \theta^{2}$ a.s. Let $\Lambda_{n}$ be the empirical spectral distribution of

$$
A_{n}=\sum_{i=1}^{k(n)} a_{i}^{(n)} Z_{i} M_{i}^{(n)}
$$

where $Z_{i}$ 's are i.i.d. standard Gaussian random variables. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of probability measures on $\mathbb{R}$ ) to a random distribution $\Lambda_{\infty}$ in probability where $\Lambda_{\infty}=\nu_{Z}, Z$ is $N(0,1)$ and $\nu_{z}$ is the unconditional distribution of $Y$ where $Y \sim N\left(\theta z, \gamma-\theta^{2}\right)$ conditional on $(\theta, \gamma)$.

Note that, condition $\mathbf{A}$ is not very easy to check. But there is one case in which it is easier to check that condition.

Lemma 4.2.5. Suppose that $M_{i}$ 's are affine transformation of projection matrices. Suppose that $\Delta_{1,0}(n), \Delta_{2,0}(n) \rightarrow 0$ as $n \rightarrow \infty$ for some numbers $\mu_{1,0}, \mu_{2,0}$ where $\Delta_{s, t}(n)$ is as defined in (4.5). Suppose that $\mu_{2,0}=\mu_{1,0}^{2}$. Also assume that $\overline{\operatorname{Tr}}\left(M_{i_{1}} M_{i_{2}} \cdots M_{i_{s}}\right)$ depends only on $s$ when $1 \leq i_{1}, i_{2}, \ldots, i_{s} \leq k$ are distinct and $M_{i_{1}}, M_{i_{2}}, \ldots, M_{i_{s}}$ commute with each other. Then condition $\boldsymbol{A}$ holds for all $s, t \geq 1$.

The proof of Lemma 4.2.5 is an easy consequence of Lemma 4.4.1 using subsequence argument. We also note that if Condition $\mathbf{A}$ is satisfied for $M_{i}$ 's with $\mu_{s, t}=\mathbb{E}\left[\theta^{s} \gamma^{t}\right]$, then Condition $\mathbf{A}$ is also satisfied for $p I+q M_{i}$ 's with $\mu_{s, t}=\mathbb{E}\left[(p+q \theta)^{s}\left(p^{2}+2 p q \theta+q^{2} \gamma\right)^{t}\right]$.

We will use method of moments to prove convergence in distribution in Theorem 4.2.4. For a nonnegative integer $s$, define

$$
\Lambda_{n}\left(x^{s}\right)=\int_{\mathbb{R}} x^{s} d \Lambda_{n}(x)=\overline{\operatorname{Tr}}\left(A_{n}^{s}\right)
$$

First we show the following result. Recall that

$$
N_{n}:=\sum_{(i, j) \in E} a_{i}^{2} a_{j}^{2}
$$

where $E=\left\{(i, j): i<j, M_{i} M_{j} \neq M_{j} M_{i}\right\}$. For noninteger $t$ define $\mu_{s, t}=0$.
Lemma 4.2.6. Let $s \geq 1$ be fixed. Then we have

$$
\begin{aligned}
& \mathbb{E}\left(\Lambda_{n}\left(x^{s}\right)-\sum_{r=0}^{s}\binom{s}{r} \nu_{s-r} \mu_{r,(s-r) / 2} W^{s-r} Y_{r}\right)^{2} \\
& \leq C_{s}\left(c_{n}^{2}+N_{n}+\max _{0 \leq r \leq s / 2} \Delta_{s-2 r, r}(n)\right)
\end{aligned}
$$

where

$$
W_{n}=\left(\sum_{i=1}^{k} a_{i}^{2} Z_{i}^{2}\right)^{1 / 2} \text { and } Y_{r}(n):=r!\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq k} \prod_{j=1}^{r} a_{i_{j}} Z_{i_{j}}
$$

Now using standard results about convergence of $W_{n}$ and $Y_{r}(n)$ we will complete the proof of Theorem 4.2.4.

### 4.3 Examples

All our examples involve matrices arising from finite dimensional irreducible representations of permutation group. Similar results can also be proved for other classical Coxeter groups of which permutation group is one example and it will be developed in a future research. Let $\mathfrak{S}_{n}$ denote the permutation group on the set $[n]:=\{1,2, \ldots, n\}$. We will write the elements of $\mathfrak{S}_{n}$ in cycle notation following the usual convention of omitting cycles of length one, so that $(1,2)$ will denote the permutation that interchanges 1 and 2 while keeping other numbers fixed. We will denote the identity permutation by $e$.

Suppose that $\rho$ is a $d$-dimensional unitary representation of $\mathfrak{S}_{n}$. That is $\rho$ is a group homomorphism from $\mathfrak{S}_{n}$ to the group $\mathrm{GL}_{d}(\mathbb{R})$, the group of $d \times d$ invertible matrices so that $\rho$ maps identity element to identity element and $\rho(\sigma \tau)=\rho(\sigma) \rho(\tau)$ for all $\sigma, \tau \in \mathfrak{S}_{n}$.

In order to describe the examples we need some basic results from the representation theory of symmetric groups. The results are available in any standard sources, such as [44, 59, 77, 78, 99, 102]. First of all, following the arguments in [43] we will consider only irreducible unitary representation $\rho$ of $\mathfrak{S}_{n}$, as any unitary representation may be decomposed into a direct sum of irreducible representations. Secondly, as we are only interested in the spectra, we need the equivalence class of the representation $\rho$, where two representations $\rho$ and $\pi$ are unitarily equivalent if there is a unitary matrix $U$ such that $\rho(g)=U \pi(g) U^{*}$ for all $g \in \mathfrak{S}_{n}$.

The equivalence classes of irreducible representations of $\mathfrak{S}_{n}$ are indexed by the partitions $\lambda$ of $[n]$. A partition is a non-increasing sequence of integers $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)$ with $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{k}>0$ and $|\lambda|:=\lambda_{1}+\lambda_{2}+\cdots+\lambda_{k}=n$. We will use the standard notation $\lambda \vdash n$ to denote $\lambda$ is a partition of $n$. Let $\rho_{\lambda}$ be the irreducible unitary representation indexed by $\lambda$. We first look at the dimension $d_{\lambda}$ of $\rho_{\lambda}$.

Any partition $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right) \vdash n$ can be visualized as an "Young diagram", that is, a left-justified array of boxes with $k$ rows, where the top or the first row contains $\lambda_{1}$ many boxes, the second row contains $\lambda_{2}$ many boxes and so on. We number the boxes using the usual matrix convention, so that $(i, j)$ denote the $j$-th box in the $i$-th row, we denote it by $(i, j) \in \lambda$. The hook length of the $(i, j)$-th box is defined as $h_{i j}=1+$ number of boxes strictly right of the $(i, j)$-th box + number of boxes strictly below the $(i, j)$-th box. The dimension $d_{\lambda}$ is then given by (see [102])

$$
d_{\lambda}=\frac{n!}{\prod_{(i, j) \in \lambda} h_{i j}}
$$

Given a partition $\lambda \vdash n$, its conjugate partition $\lambda^{\prime}$ is defined by transposing the Young diagram of $\lambda$, that is, $\lambda^{\prime}=\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{l}^{\prime}\right)$ where $l=\lambda_{1}$ and $\lambda_{j}^{\prime}:=\max \{i:(i, j) \in \lambda\}$.

To describe the results we will use the following version of the Frobenius coordinates of a Young diagram $\lambda$ :

$$
\begin{align*}
f_{m}(\lambda) & :=\max \{i:(m, i) \in \lambda\}-m+\frac{1}{2}  \tag{4.6}\\
g_{m}(\lambda) & :=\max \{i:(i, m) \in \lambda\}-m+\frac{1}{2} \tag{4.7}
\end{align*}
$$

where $m=1,2, \ldots, r(\lambda)$ and $r(\lambda)=\max \{k:(k, k) \in \lambda\}$ is the length of the main diagonal of $\lambda$. Note that $f_{m}(\lambda)=\lambda_{m}-m+1 / 2, g_{m}(\lambda)=\lambda_{m}^{\prime}-m+1 / 2$ and $\sum_{m=1}^{r(\lambda)}\left(f_{m}(\lambda)+g_{m}(\lambda)\right)=n$.

Given a pair of sequences $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots\right), \beta=\left(\beta_{1}, \beta_{2}, \ldots\right)$ (finite or infinite), define

$$
p_{m}(\alpha, \beta):=\sum_{i \geq 1} \alpha_{i}^{m}+(-1)^{m+1} \sum_{i \geq 1} \beta_{i}^{m}
$$

for $m \geq 1$. Also let $\sigma_{m}$ denote the cyclic permutation $(12 \cdots m)$ consisting of one cycle of length $m$. The following result is from [66, Lemma 2, pp. 77].

Lemma 4.3.1. The following are equivalent for a sequence of partitions $\lambda^{(n)} \vdash n$.

1. For each $m \geq 2$ the limit $\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}}\left(\rho_{\lambda^{(n)}}\left(\sigma_{m}\right)\right)$ exists.
2. For each $i=1,2, \ldots$ the limits

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{f_{i}\left(\lambda^{(n)}\right)}{n}=\alpha_{i}, \lim _{n \rightarrow \infty} \frac{g_{i}\left(\lambda^{(n)}\right)}{n}=\beta_{i} \tag{4.8}
\end{equation*}
$$

exist.
Moreover, if these conditions are satisfied then

$$
\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}}\left(\rho_{\lambda^{(n)}}\left(\sigma_{m}\right)\right)=p_{m}(\alpha, \beta)
$$

Note that the numbers $\alpha_{i}$ and $\beta_{i}$ denotes, respectively, the frequencies of the boxes in the $i$-th row and $i$-th column in the growing Young diagram and they satisfy $\sum_{i \geq 1} \alpha_{i}+$ $\sum_{i \geq 1} \beta_{i} \leq 1$. We also have the following result concerning asymptotic multiplicativity of irreducible characters with respect to cycles.

Lemma 4.3.2. Suppose (4.8) holds. Then for any fixed permutation $\sigma$ we have

$$
\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}}\left(\rho_{\lambda^{(n)}}(\sigma)\right)=\prod_{m \geq 1}\left(p_{m}(\alpha, \beta)\right)^{k_{m}}
$$

where $\sigma$ contains $k_{m}$ cycles of length $m$ in its disjoint cycle decomposition.
In fact, Thoma's theorem (see [109]) states that all normalised irreducible characters of the infinite symmetric group $\mathfrak{S}_{\infty}=\cup_{n \geq 1} \mathfrak{S}_{n}$ arises in the above way. Lemma 4.3.2 can be proved directly using the explicit expression for characters evaluated at a fixed permutation (see [72, 73]). From now on we will assume that we have a sequence of partitions $\lambda^{(n)} \vdash n$ satisfying (4.8).

For $n \geq 1$, let $\mathcal{C}_{n}(2)$ denote the conjugacy class of all two cycles in $\mathfrak{S}_{n}$, that is $\mathcal{C}_{n}(2)=\{(i, j): 1 \leq i<j \leq n\} \subset \mathfrak{S}_{n}$. Note that $\left|\mathcal{C}_{n}(2)\right|=n(n-1) / 2$. Define

$$
M_{i, j}=\frac{1}{2}\left(I-\rho_{\lambda^{(n)}}((i, j))\right)
$$

for $1 \leq i<j \leq n$. Since $(i, j)^{2}=e$, the identity permutation and $\rho_{\lambda^{(n)}}$ is a unitary representation, we have

$$
M_{i, j}^{*}=M_{i, j} \text { and } M_{i, j}^{2}=M_{i, j}
$$

for all $i<j$. Hence $M_{i, j}$ 's are projection matrices. By Lemma 4.3.2, it is easy to see that condition $\mathbf{A}$ is satisfied with $\mu_{s, t}=\theta^{s+t}$ where $\theta=\left(1-p_{2}(\alpha, \beta)\right) / 2$. Now note that $(i, j)$ and $(p, q)$ does not commute iff $|\{i, j\} \cap\{p, q\}|=1$. Thus we have the following result as a corollary of Lemma 4.2.1 and Theorem 4.2.4. Also note the remark after Lemma 4.2.5.
Lemma 4.3.3. For $n \geq 1$, let $\lambda^{(n)} \vdash n$ and let $\rho_{n}$ be an irreducible unitary representation of $\mathfrak{S}_{n}$ corresponding to $\lambda^{(n)}$. Let $\Lambda_{n}$ be the empirical spectral distribution of the random matrix

$$
A_{n}=\sum_{1 \leq i<j \leq n} a_{i j}^{(n)} X_{i j}\left(p I+q \rho_{n}((i, j))\right)
$$

where $p, q$ are two fixed real numbers, $X_{i j}$ 's are i.i.d. random variables with mean zero and variance one and $\left\{a_{i j}^{(n)}: 1 \leq i<j \leq n\right\}$ is a sequence of real numbers satisfying

$$
\sum_{1 \leq i<j \leq n}\left(a_{i j}^{(n)}\right)^{2}=1 \text { and } \sum_{i=1}^{n}\left(\sum_{j=1}^{n}\left(a_{i j}^{(n)}\right)^{2}\right)^{2} \rightarrow 0
$$

as $n \rightarrow \infty$. Suppose that (4.8) holds. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of probability measure on $\mathbb{R}$ ) to a random probability measure $\nu_{Z}$ where $Z$ is standard Gaussian and $\nu_{z}$ is the distribution $N\left((p+q \theta) z, q^{2}\left(1-\theta^{2}\right)\right)$ where

$$
\theta=\sum_{i \geq 1} \alpha_{i}^{2}-\sum_{i \geq 1} \beta_{i}^{2} .
$$

One example where the above lemma is applicable is when all $a_{i j}^{(n)}$ 's are equal. Note that, taking $p=0, q=1$ and $a_{i j}^{(n)}=(n-1)^{-1 / 2}$ when $j=i+1$ and 0 otherwise, we get back Theorem 1.1 in [43] which is stated in Theorem 4.3.4.
Theorem 4.3.4. For $n \geq 1$, let $\lambda^{(n)}$ be a partition of some positive integer $N_{n}$. Let $\rho_{n}$ be an irreducible unitary representation of $\mathfrak{S}_{N_{n}}$ corresponding to $\lambda^{(n)}$. Let $\Lambda_{n}$ be the empirical spectral distribution of the random matrix

$$
\frac{1}{\sqrt{N_{n}-1}} \sum_{k=1}^{N_{n}-1} Z_{n, k} \rho_{n}((k, k+1))
$$

where $Z_{n, 1}, Z_{n, 2}, \ldots, Z_{n, N_{n}-1}$ are independent standard Gaussian random variables. Suppose that $N_{n} \rightarrow \infty$ as $n \rightarrow \infty$ and

$$
\lim _{n \rightarrow \infty} \frac{\sum_{i}\binom{\lambda_{i}}{2}-\sum_{j}\binom{\lambda_{j}^{\prime}}{2}}{\binom{N_{n}}{2}}=\theta
$$

exists. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of probability measures on $\mathbb{R}$ ) to a random probability measure $\Lambda_{\infty}$ that is Gaussian with mean $\theta Z$ and variance $1-\theta^{2}$, where $Z$ is a standard Gaussian random variable. In particular, the (non-random) expectation measure $\mathbb{E}\left(\Lambda_{\infty}\right)$ is standard Gaussian.

Also taking $q=1, p=-\theta$ it is easy to see that the random Gaussian mean part $(\theta Z)$ in the limiting distribution of $\Lambda_{n}$ is coming from the nonzero trace of $\rho_{n}((i, j))$ 's.

Now, we look at other conjugacy classes. The conjugacy classes of permutation groups are indexed by cycle structures. Let $\mathcal{C}_{n}\left(2^{k_{2}} 3^{k_{3}} \cdots m^{k_{m}}\right)$ denote the conjugacy class in $\mathfrak{S}_{n}$ of the permutations with $k_{i}$ many cycles of length $i$ for $i=2,3, \ldots, m$. Let $l=\sum_{i=2}^{m} i k_{i}$. Then it is easy to see that $n^{-l}\left|\mathcal{C}_{n}\left(2^{k_{2}} 3^{k_{3}} \cdots m^{k_{m}}\right)\right|$ converges to a constant as $n \rightarrow \infty$. Now given a permutation $\sigma$, define its support to be the set

$$
s(\sigma)=\{i: s(i) \neq i\} .
$$

Clearly for $\sigma \in \mathcal{C}_{n}\left(2^{k_{2}} 3^{k_{3}} \cdots m^{k_{m}}\right),|s(\sigma)|=l$.
Let $k_{1}, k_{2}, \ldots, k_{m}$ be a fixed sequence of nonnegative integers. We consider the congugacy class $\mathcal{C}_{n}=\mathcal{C}_{n}\left(2^{k_{2}} 3^{k_{3}} \cdots m^{k_{m}}\right)$ of $\mathfrak{S}_{n}$. For $n \geq 1$, let $\lambda^{(n)} \vdash n$ and let $\rho_{n}$ be an irreducible unitary representation of $\mathfrak{S}_{n}$ corresponding to $\lambda^{(n)}$. Also assume that $\lambda^{(n)}$ satisfies condition (4.8). Define $r=$ l.c.m. $\left\{i: k_{i}>0\right\}$. Then it is easy to see that $r$ is the order of any element of $\mathcal{C}_{n}$, that is $r$ is the smallest positive integer such that $\sigma^{r}=\mathrm{id}$ for $\sigma \in \mathcal{C}_{n}$. Also one can easily verify that the matrix

$$
M_{n}(\sigma)=\frac{1}{r} \sum_{i=1}^{r}\left(I-\rho_{n}\left(\sigma^{i}\right)\right)
$$

is a projection matrix for $\sigma \in \mathcal{C}_{n}$. Let $[\sigma]$ denote the cyclic subgroup generated by $\sigma$. Clearly $M_{n}(\sigma)$ depends only on $[\sigma]$. Also note that $\tau \in[\sigma]$ and $\tau, \sigma$ are conjugates imply that $[\tau]=[\sigma]$ and $s(\sigma)=s(\tau)$. Now given $n \geq 1$ consider the random matrix

$$
A_{n}=\sum_{[\sigma] \in \mathcal{C}_{n}} a_{[\sigma]}^{(n)} X_{[\sigma]} M_{n}(\sigma)
$$

where the sum is over distinct cyclic subgroups with generator from $\mathcal{C}_{n}, X_{[\sigma]}$ 's are i.i.d. r.v.'s with mean zero and variance one, and $\left\{a_{[\sigma]}^{(n)}\right\}$ is a sequence of real numbers such that

$$
\sum_{[\sigma] \in \mathcal{C}_{n}}\left(a_{[\sigma]}^{(n)}\right)^{2}=1
$$

and

$$
\sum_{[\sigma],[\tau] \in \mathcal{C}_{n}, s(\sigma) \cap s(\tau) \neq \varnothing}\left(a_{[\tau]}^{(n)} a_{[\sigma]}^{(n)}\right)^{2} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Then we have the following.
Lemma 4.3.5. Assume the conditions above. Let $\Lambda_{n}$ be the empirical spectral distribution of $A_{n}$. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of
probability measure on $\mathbb{R}$ ) to a random probability measure $\nu_{Z}$ where $Z$ is standard Gaussian and $\nu_{z}$ is the distribution $N(\theta z, \theta(1-\theta))$ where

$$
\theta=1-\frac{1}{r} \sum_{i=1}^{r} K\left(\sigma^{i}\right)
$$

where $\sigma$ is a permutation with $k_{i}$ many cycles of length $i, i=2,3, \ldots, m$ and $K(\tau)$ is defined as

$$
K(\tau):=\prod_{i \geq 1}\left(p_{i}(\alpha, \beta)\right)^{l_{i}}
$$

where $2^{l_{2}} 3^{l_{3}} \cdots m^{l_{m}}$ is the cycle structure of $\tau$.
Clearly, the hypothesis of Lemma 4.3.5 is satisfied when all $a_{[\sigma]}^{(n)}$, s are equal. As another example, where the matrices involved are symmetric but not projection matrices, we consider the case $M_{n}(\sigma)=\left(\rho_{n}(\sigma)+\rho_{n}\left(\sigma^{-1}\right)\right) / 2$ for $\sigma \in \mathcal{C}_{n}$. Here we redefine the class $[\sigma]=\left\{\sigma, \sigma^{-1}\right\}$. Then under the conditions stated in Lemma 4.3.5 (with the new definition of $[\sigma])$ the same conclusion holds with $\nu_{z}$ the distribution $N\left(\theta z,(1+\gamma) / 2-\theta^{2}\right)$ where $\theta=K(\sigma), \gamma=K\left(\sigma^{2}\right)$ and $\sigma$ is a permutation with $k_{i}$ many cycles of length $i$, $i=2,3, \ldots, m$.

### 4.4 Generalizations

In the previous section we considered the case when all $M_{i}$ 's have asymptotically equal average trace. Here we generalize the result to the case when this is not the case. First we define a notation. For an index $\boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{c}\right) \in \mathbb{Z}_{+}^{c}$ and a vector $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{c}\right) \in$ $\mathbb{R}^{c}$, define $\boldsymbol{\theta}^{t}:=\theta_{1}^{t_{1}} \theta_{2}^{t_{2}} \cdots \theta_{c}^{t_{c}}$.

Fix a positive integer $c$. For every $n$, suppose we have a sequence of positive integers $k_{1}(n), k_{2}(n), \ldots, k_{c}(n)$ and for each $i=1,2, \ldots, c$, suppose we have a sequence of real numbers $a_{i, j}^{(n)}, j=1,2, \ldots, k_{i}(n)$ and a sequence of matrices $M_{i, j}^{(n)}, j=1,2, \ldots, k_{i}(n)$ each with spectral radius smaller than 1. Assume that

$$
\sum_{i=1}^{c} \sum_{j=1}^{k_{i}(n)}\left(a_{i, j}^{(n)}\right)^{2}=1
$$

and for all $i=1,2, \ldots, c$

$$
\sum_{j=1}^{k_{i}(n)}\left(a_{i, j}^{(n)}\right)^{2} \rightarrow p_{i}
$$

as $n \rightarrow \infty$. Define the set $E_{n}$ as

$$
E_{n}:=\left\{((i, j),(k, l)): M_{i, j}^{(n)}, M_{k, l}^{(n)} \text { does not commute }\right\} .
$$

Assume that

$$
\max _{\substack{1 \leq i \leq c \\ 1 \leq j \leq k_{i}(n)}}\left|a_{i, j}^{(n)}\right| \rightarrow 0 \text { and } \sum_{((i, j),(k, l)) \in E_{n}}\left(a_{i, j}^{(n)} a_{k, l}^{(n)}\right)^{2} \rightarrow 0
$$

as $n \rightarrow \infty$.
Finally, instead of condition A we assume the following condition:
Condition B. For every sequence of integers $\boldsymbol{s}=\left(s_{1}, s_{2}, \ldots, s_{c}\right), \boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{c}\right)$ there is a real number $\mu_{s, t}$ such that

$$
\begin{equation*}
\Delta_{s, t}(n):=\sup \left|\overline{\operatorname{Tr}}\left(\prod_{i=1}^{c} \prod_{j=1}^{s_{i}} M_{i, f(i, j)}^{(n)} \prod_{j=1}^{t_{i}}\left(M_{i, g(i, j)}^{(n)}\right)^{2}\right)-\mu_{s, t}\right| \rightarrow 0 \tag{4.9}
\end{equation*}
$$

as $n \rightarrow \infty$ where the supremum is taken over all distinct indices $(i, f(i, j)),(i, g(i, j))$, $1 \leq i \leq c, 1 \leq j \leq k_{i}(n)$ such that the corresponding matrices commute with each other.

Before going to the main result of this section, let us state a lemma which identifies the constants $\mu_{s, t}$.
Lemma 4.4.1. Suppose condition $\boldsymbol{B}$ holds. Then there is a random vector $(\boldsymbol{\theta}, \boldsymbol{\gamma})$ taking values in $[-1,1]^{c} \times[0,1]^{c}$ such that $\mu_{\boldsymbol{s}, \boldsymbol{t}}=\mathbb{E}\left[\boldsymbol{\theta}^{\boldsymbol{s}} \boldsymbol{\gamma}^{\boldsymbol{t}}\right]$ for all $\boldsymbol{s}, \boldsymbol{t}$.

Our main result in this section says the following.
Theorem 4.4.2. Assume the conditions stated above. Also assume that condition $\boldsymbol{B}$ holds with $\mu_{\boldsymbol{s}, \boldsymbol{t}}=\mathbb{E}\left[\boldsymbol{\theta}^{\boldsymbol{s}} \boldsymbol{\gamma}^{\boldsymbol{t}}\right]$ for some random vector $(\boldsymbol{\theta}, \boldsymbol{\gamma})$. Let $\Lambda_{n}$ be the empirical spectral distribution of

$$
A_{n}=\sum_{i=1}^{c} \sum_{j=1}^{k_{i}(n)} a_{i, j}^{(n)} Z_{i, j}^{(n)} M_{i, j}^{(n)}
$$

where $Z_{i, j}^{(n)}$,s are i.i.d. standard Gaussian random variables. Then $\Lambda_{n}$ converges in distribution (with respect to the topology of weak convergence of probability measures on $\mathbb{R}$ ) to a random distribution $\Lambda_{\infty}$ in probability where $\Lambda_{\infty}=\nu_{\boldsymbol{Z}}, \boldsymbol{Z}$ is a c-dimensional standard normal random vector and $\nu_{z}$ is the unconditional distribution of $Y$ where $Y \sim$ $N\left(\sum_{i=1}^{c} p_{i} \theta_{i} z_{i}, \sum_{i=1}^{c} p_{i}\left(\gamma_{i}-\theta_{i}^{2}\right)\right)$ conditional on $(\boldsymbol{\theta}, \boldsymbol{\gamma})$.

The proof follows the same line of proof used in the the proof of Theorem 4.2.4 and so we will omit the proof. Note that if all the matrices $M_{i, j}^{(n)}$ are projection matrices or affine transformations of projection matrices, then it is enough to prove for $\boldsymbol{t}=\mathbf{0}$ to prove condition B for all $\boldsymbol{s}, \boldsymbol{t}$. Moreover a result similar to Lemma 4.2.5 also holds here. Note that Theorem 4.4.2 can be used to prove convergence results for matrices arising from random linear combinations of group representations of symmetric matrices (as in Section 4.3), when more than one conjugacy classes are involved.

Proof. First of all note that $A_{n}$ can be written in the following way, by combining the terms that involve the same product of $Z_{\sigma}$ 's,

$$
A_{n}=N_{n}^{-1 / 2} 2^{l-2 k_{2}} \sum_{[\sigma]: \sigma \in \mathcal{C}_{n}} \prod_{i=2}^{m} \prod_{j=1}^{k_{i}} Z_{\sigma_{i, j}}^{(n)}\left(\frac{\rho_{n}\left(\sigma_{i, j}\right)+\rho_{n}\left(\sigma_{i, j}^{-1}\right)}{2}-\theta_{i} I\right)
$$

where for $\sigma \in \mathcal{C}_{n}$ with disjoint cycles $\sigma_{i, j}, 1 \leq j \leq k_{i} ; 2 \leq i \leq m$, we define $[\sigma]$ as the set of two element sets $\left(\sigma_{i, j}, \sigma_{i, j}^{-1}\right), 1 \leq j \leq k_{i} ; 2 \leq i \leq m$.

### 4.5 Proofs

For a positive integer $c \geq 1$, define

$$
\nu_{c}= \begin{cases}(c-1)(c-3) \cdots 1 & \text { if } c \text { is even } \\ 0 & \text { otherwise }\end{cases}
$$

Clearly $\mathbb{E}\left[Z^{c}\right]=\nu_{c}$ where $Z \sim N(0,1)$. For an index $\boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{c}\right) \in \mathbb{Z}_{+}^{c}$ and a vector $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{c}\right) \in \mathbb{R}^{c}$, define $\boldsymbol{\theta}^{t}:=\theta_{1}^{t_{1}} \theta_{2}^{t_{2}} \cdots \theta_{c}^{t_{c}}$. Also define the size of $\boldsymbol{t}$ by $|\boldsymbol{t}|:=$ $t_{1}+t_{2}+\cdots+t_{c}$. We will write $a_{t}$ instead of $a_{t_{1}} a_{t_{2}} \cdots a_{t_{c}}, X_{\boldsymbol{t}}$ instead of $X_{t_{1}} X_{t_{2}} \cdots X_{t_{c}}$ and $M_{\boldsymbol{t}}$ instead of $M_{t_{1}} M_{t_{2}} \cdots M_{t_{c}}$. We will use the notation $[n]$ to denote the set $\{1,2, \ldots, n\}$. For the constants we will use the following convention: $C, K, \ldots$ will denote universal constants that may change from line to line, $C_{s}$ will denote constants depending only on $s$. We will define other notations as we go along.

The following standard lemma will be useful. For completeness we give a short proof.

Lemma 4.5.1. Let $M_{1}, M_{2}, \ldots, M_{k}$ be a sequence of $n \times n$ matrices. Then we have

$$
\overline{\operatorname{Tr}}\left(M_{1} M_{2} \cdots M_{k}\right) \leq\left\|M_{i}\right\|_{t r} \prod_{j \neq i}\left\|M_{j}\right\| \text { for all } 1 \leq i \leq k .
$$

Proof. Let $M_{1}=U D V$ be the singular value decomposition of $M_{1}$ where $U, V$ are unitary matrices and $D$ is a diagonal matrix consisting of absolute values of the eigenvalues of $M_{1}$. Let $d_{i}$ be the $i$-th diagonal entry of $D$. For a matrix $A$ define its max-norm by

$$
\|A\|_{\max }=\max _{1 \leq i, j \leq n}\left|a_{i j}\right| .
$$

Then clearly we have $(D A)_{i j} \leq\left|d_{i i}\right|\|A\|_{\text {max }}$ for all $i, j \in[n]$. Thus

$$
\begin{aligned}
\overline{\operatorname{Tr}}\left(M_{1} M_{2} \cdots M_{k}\right) & =\overline{\operatorname{Tr}}\left(D V M_{2} \cdots M_{k} U\right) \\
& =\frac{1}{n} \sum_{i=1}^{n} d_{i i}\left(V M_{2} \cdots M_{k} U\right)_{i i} \leq \frac{1}{n} \sum_{i=1}^{n}\left|d_{i i}\right|\left\|V M_{2} \cdots M_{k} U\right\|_{\max } .
\end{aligned}
$$

Now it is easy to see that $\|A\|_{\max } \leq\|A\|$ and $\|\cdot\|$ is submultiplicative. Hence simplifying we have

$$
\overline{\operatorname{Tr}}\left(M_{1} M_{2} \cdots M_{k}\right) \leq\|D\|_{\mathrm{tr}}\left\|V M_{2} \cdots M_{k} U\right\| \leq\left\|M_{1}\right\|_{\mathrm{tr}} \prod_{j \neq 1}\left\|M_{j}\right\| .
$$

Since $\overline{\operatorname{Tr}}(A B)=\overline{\operatorname{Tr}}(B A)$ the result is true for all $i$ and we are done.
Now we give a proof of Lemma 4.2.1. We use Steiltjes transform and the invariance result from [26] to complete the proof.

### 4.5.1 Proof of Lemma 4.2.1: Universality

For a probability measure $\mu$ on $\mathbb{R}$, its Steiltjes transform is defined as the function

$$
m_{\mu}(z)=\int_{\mathbb{R}} \frac{1}{x-z} \mu(d x) \text { for } z \in \mathbb{C} \backslash \mathbb{R} .
$$

It is a standard fact in probability that, $\mu_{n}$ converges to $\mu$ weakly as $n \rightarrow \infty$ if and only if $m_{\mu_{n}}(z) \rightarrow m_{\mu}(z)$ as $n \rightarrow \infty$ for every $z \in \mathbb{C} \backslash \mathbb{R}$. For a symmetric matrix $A$, let $m_{A}$ denote the Steiltjes transform of the empirical spectral measure $\Lambda_{A}$ of $A$. It is easy to see that

$$
m_{A}(z)=\overline{\operatorname{Tr}}\left((A-z I)^{-1}\right) \text { for } z \in \mathbb{C} \backslash \mathbb{R}
$$

where $I$ is the identity matrix.
Hence to prove the lemma, it is enough to prove that

$$
\begin{aligned}
\mathbb{E}\left[g\left(\Re\left(m_{B_{n}}(z)\right)\right)-g\left(\Re\left(m_{A_{n}}(z)\right)\right)\right] & \rightarrow 0 \\
\text { and } \mathbb{E}\left[g\left(\Im\left(m_{B_{n}}(z)\right)\right)-g\left(\Im\left(m_{A_{n}}(z)\right)\right)\right] & \rightarrow 0
\end{aligned}
$$

as $n \rightarrow \infty$ for every $g \in \mathcal{G}, z \in \mathbb{C} \backslash \mathbb{R}$ where $\mathcal{G}$ be the set of all thrice differentiable functions $g: \mathbb{R} \rightarrow \mathbb{R}$ such that $\left|g^{(i)}(x)\right| \leq 1$ for all $x \in \mathbb{R}$ and $i=1,2,3$ where $g^{(i)}$ is the $i$-th derivative of $g$. Here $\Re(z), \Im(z)$ denote, respectively, the real and complex part of $z$. By similarity it is enough to prove the first one.

Fix $n \geq 1$ and $z=u+i v \in \mathbb{C} \backslash \mathbb{R}$ where $v \neq 0$. Recall that

$$
c_{n}=\max _{1 \leq i \leq k}\left|a_{i}\right| \text { and } b_{n}=\max _{1 \leq i \leq k}\left\|M_{i}\right\|_{\text {tr }} .
$$

Define the functions $A: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k \times k}, G: \mathbb{R}^{k} \rightarrow \mathbb{C}^{k \times k}$ and $f: \mathbb{R}^{k} \rightarrow d R$ as follows

$$
A(\mathbf{x})=\sum_{i=1}^{k} a_{i} x_{i} M_{i}, G(\mathbf{x})=(A(\mathbf{x})-z I)^{-1} \text { and } f(\mathbf{x}):=\Re \overline{\operatorname{Tr}}(G(\mathbf{x}))
$$

where $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right) \in \mathbb{R}^{k}$. Clearly $A, G, f$ are infinitely differentiable functions of $\mathbf{x}$. We also have

$$
\begin{aligned}
\frac{\partial f}{\partial x_{i}} & =-a_{i} \Re \overline{\operatorname{Tr}}\left(G M_{i} G\right) \\
\frac{\partial^{2} f}{\partial x_{i}^{2}} & =2 a_{i}^{2} \Re \overline{\operatorname{Tr}}\left(G M_{i} G M_{i} G\right) \\
\text { and } \frac{\partial^{3} f}{\partial x_{i}^{3}} & =-6 a_{i}^{3} \Re \overline{\operatorname{Tr}}\left(G M_{i} G M_{i} G M_{i} G\right)
\end{aligned}
$$

for all $i=1,2, \ldots, k$. Using Lemma (4.5.1) and the fact that $\left\|M_{i}\right\|_{\text {tr }} \leq b_{n} \leq 1,\left\|M_{i}\right\| \leq 1$ and $\|G(\mathbf{x})\| \leq|v|^{-1}$ for all $\mathbf{x} \in \mathbb{R}^{k}$, we have

$$
\left|\frac{\partial f}{\partial x_{i}}\right| \leq b_{n}\left|a_{i}\right||v|^{-2},\left|\frac{\partial^{2} f}{\partial x_{i}^{2}}\right| \leq 2 b_{n} a_{i}^{2}|v|^{-3} \text { and }\left|\frac{\partial^{3} f}{\partial x_{i}^{3}}\right| \leq 6 b_{n}\left|a_{i}\right|^{3}|v|^{-4}
$$

for all $\mathbf{x} \in \mathbb{R}^{k}$. Thus using the Lindeberg technique from Theorem 1.1 of [26] we have

$$
\begin{aligned}
& \mid \mathbb{E}\left(g\left(\Re\left(m_{B_{n}}(z)\right)\right)-g\left(\Re\left(m_{A_{n}}(z)\right)\right)|=|\mathbb{E} g(f(\mathbf{X}))-\mathbb{E} g(f(\mathbf{Z}))|\right. \\
& \quad \leq C_{v} b_{n} \sum_{i=1}^{k} a_{i}^{2}\left[\mathbb{E}\left(X_{i}^{2} ;\left|X_{i}\right| \geq L\right)+\mathbb{E}\left(Z_{i}^{2} ;\left|Z_{i}\right| \geq L\right)\right] \\
& \quad+C_{v} b_{n} \sum_{i=1}^{k}\left|a_{i}\right|^{3}\left[\mathbb{E}\left(\left|X_{i}\right|^{3} ;\left|X_{i}\right|<L\right)+\mathbb{E}\left(\left|Z_{i}\right|^{3} ;\left|Z_{i}\right|<L\right)\right]
\end{aligned}
$$

where $C_{v}=6 \max \left\{|v|^{-3},|v|^{-6}\right\}$. Now using the fact that $\mathbb{E}\left[X_{i}^{2}\right]=\mathbb{E}\left[Z_{i}^{2}\right]=1$ we have, taking $L=c_{n}^{-1 / 2}$

$$
\begin{align*}
& \mid \mathbb{E}\left(g\left(\Re\left(m_{B_{n}}(z)\right)\right)-g\left(\Re\left(m_{A_{n}}(z)\right)\right) \mid\right. \\
& \leq C_{v}\|\mathbf{a}\|^{2} b_{n}\left[\max _{1 \leq i \leq k} \mathbb{E}\left(X_{i}^{2} ;\left|X_{i}\right| \geq c_{n}^{-1 / 2}\right)+\mathbb{E}\left(Z_{1}^{2} ;\left|Z_{1}\right| \geq c_{n}^{-1 / 2}\right)+c_{n}^{1 / 2}\right] . \tag{4.10}
\end{align*}
$$

By our assumption that $c_{n} \rightarrow 0$ and $\|\mathbf{a}\|^{2} b_{n}$ is uniformly bounded as $n \rightarrow \infty$ the right hand side of equation (4.10) converges to zero as $n \rightarrow \infty$. Thus we are done.

### 4.5.2 Proof of the main theorem: Theorem 4.2.4

Before delving into the proof let us recall some facts about Hermite polynomials and multiple Wiener integeral (See [57, 88]). The Hermite polynomials $H_{n}$ are defined by the generating function

$$
\sum_{n=0}^{\infty} t^{n} H_{n}(x):=\exp \left(t x-\frac{x^{2}}{2}\right)
$$

Equivalently,

$$
H_{n}(x)=\frac{(-1)^{n}}{n!} \exp \left(\frac{x^{2}}{2}\right) \frac{d^{n}}{d x^{n}} \exp \left(-\frac{x^{2}}{2}\right) .
$$

The polynomial $H_{n}$ has degree $n$ with leading coefficient $\frac{1}{n!}$. If $Z$ is a standard Gaussian random variable, then

$$
\mathbb{E}\left[H_{m}(Z) H_{n}(Z)\right]= \begin{cases}\frac{1}{n!}, & \text { if } m=n \\ 0, & \text { otherwise }\end{cases}
$$

Let $W$ be the usual white noise on $[0,1]$. For an $L^{2}\left([0,1]^{m}\right)$ function $g$, define $I_{m}(g)$ to be the multiple Wiener integral

$$
\int_{[0,1]^{m}} g\left(t_{1}, t_{2}, \cdots, t_{m}\right) W\left(d t_{1}\right) \cdots W\left(d t_{m}\right)
$$

for $m \geq 1$. $I_{m}$ is an continuous operator on $L^{2}\left([0,1]^{m}\right)$. For an $L^{2}([0,1])$ function $f$ we have $n!H_{m}(W(f))=I_{m}\left(f^{\otimes m}\right)$ where $f^{\otimes m}\left(t_{1}, t_{2}, \cdots, t_{m}\right)=f\left(t_{1}\right) f\left(t_{2}\right) \cdots f\left(t_{m}\right)$ and $W(f)$ is the Ito integral $\int_{0}^{1} f(t) W(d t)$.

Let us recall the setup first. Let $\Lambda_{n}$ be the empirical spectral distribution of the matrix

$$
A_{n}:=\sum_{i=1}^{k} a_{i} Z_{i} M_{i}
$$

where $Z_{i}$ 's are i.i.d. standard Gaussian random variables, $M_{i}$ 's are $d \times d$ symmetric matrices with $\left\|M_{i}\right\| \leq 1$ and $\left\|M_{i}\right\|_{\mathrm{tr}} \leq t_{n}$ and $\left\{a_{i}\right\}$ is a sequence of real numbers with $\sum_{i=1}^{k} a_{i}^{2}=1$. We also have

$$
c_{n}:=\max _{1 \leq i \leq k}\left|a_{i}\right| \rightarrow 0 \text { and } N_{n}:=\sum_{(i, j) \in E} a_{i}^{2} a_{j}^{2} \rightarrow 0
$$

as $n \rightarrow \infty$ where $E=\left\{(i, j): i<j, M_{i} M_{j} \neq M_{j} M_{i}\right\}$. Moreover, by our assumption condition $\mathbf{A}$ (4.5) is satisfied with $\mu_{s, t}=\mathbb{E}\left[\theta^{s} \gamma^{t}\right]$ for $s, t \geq 0$. Fix an integer $s \geq 1$. Using Lemma 4.2.6 we have

$$
\begin{array}{r}
\mathbb{E}\left(\Lambda_{n}\left(x^{s}\right)-\sum_{r=0}^{s}\binom{s}{r} \nu_{s-r} \mu_{r,(s-r) / 2} W^{s-r} Y_{r}\right)^{2} \\
\leq C_{s}\left(c_{n}^{2}+N_{n}+\max _{0 \leq r \leq s / 2} \Delta_{s-2 r, r}(n)\right)
\end{array}
$$

where

$$
W_{n}=\left(\sum_{i=1}^{k} a_{i}^{2} Z_{i}^{2}\right)^{1 / 2} \text { and } Y_{r}(n):=r!\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq k} \prod_{j=1}^{r} a_{i_{j}} Z_{i_{j}} .
$$

To prove convergence of $\Lambda_{n}\left(x^{s}\right)$ we will use a coupling argument. Let $n$ be fixed.
The grand coupling: Let $W$ be a white noise on $[0,1]$. For simplicity we define

$$
b_{i}^{(n)}=\sum_{j=1}^{i}\left(a_{j}^{(n)}\right)^{2}
$$

for $i=1,2, \ldots, k$ to be the partial sum of the $a_{i}$-squared. Define

$$
Z_{i}^{(n)}:= \begin{cases}W\left(\left(b_{i-1}^{(n)}, b_{i}^{(n)}\right]\right) / a_{i}^{(n)} & \text { if } a_{i}^{(n)} \neq 0 \\ X_{i} & \text { if } a_{i}^{(n)}=0\end{cases}
$$

for $i=1,2, \ldots, k(n)$ where $X_{i}$ 's are i.i.d. $\mathrm{N}(0,1)$ random variable independent of $W$. It is easy to see that using the same white noise for all $n$ this definition gives a valid coupling of all the $A_{n}$ 's. Note that $Z_{i}^{(n)}$ always appears as $a_{i}^{(n)} Z_{i}^{(n)}$ for all $i=1,2, \ldots, k(n)$. Hence what really matters is the $a_{i}^{(n)} \neq 0$ case. Fix $r, t \geq 0$. To find the limit of $\Lambda_{n}\left(x^{s}\right)$ we will use the following standard lemma.

Lemma 4.5.2. Under the above coupling we have

$$
\sum_{1 \leq i_{1}<\cdots<i_{r}<k(n)} \prod_{i=1}^{r} a_{i_{j}}^{(n)} Z_{i_{j}}^{(n)} \rightarrow H_{r}(V)
$$

in $L^{2}$ and hence in probability where $V=W((0,1])$ and $H_{r}$ is the Hermite polynomial of degree $r$.

Proof. For $i=1,2, \ldots, k(n)$, define the set $A_{i, n}=\left(s_{i-1, n}, s_{i, n}\right]$ where

$$
s_{i, n}=\sum_{j=1}^{i}\left(a_{j}^{(n)}\right)^{2} \text { for } 1 \leq i \leq k(n) .
$$

Recall the grand coupling. If we define the function

$$
\begin{equation*}
f_{n}\left(x_{1}, x_{2}, \ldots, x_{r}\right)=\sum_{\substack{1 \leq i_{1}, i_{2}, \ldots, i_{r}<k(n) \\ \text { all are distinct }}} \mathbf{1}_{A_{i_{1}, n} \times A_{i_{2}, n} \times \cdots A_{i_{r}, n}}\left(x_{1}, x_{2}, \ldots, x_{r}\right) \tag{4.11}
\end{equation*}
$$

then we have

$$
\begin{equation*}
\sum_{1 \leq i_{1}<\cdots<i_{r}<k(n)} \prod_{i=1}^{r} a_{i_{j}}^{(n)} Z_{i_{j}}^{(n)}=\frac{1}{r!} I_{r}\left(f_{n}\right) \tag{4.12}
\end{equation*}
$$

where $I_{r}(f)$ is the multiple Wiener integral of $f$ w.r.t. the white noise $W$. It is easy to see that

$$
\begin{equation*}
\left\|f_{n}-\mathbb{1}_{(0,1]^{r}}\right\|_{2}^{2} \leq C_{r} c_{n}^{2} \tag{4.13}
\end{equation*}
$$

where $C_{r}$ is a universal constant depending only on $r$. Now note that

$$
I_{t}\left(\mathbb{1}_{(0,1]^{r}}\right)=r!H_{r}(W((0,1]))
$$

where $H_{r}$ is the Hermite polynomial of degree $r$. Now the proof is complete by $L^{2}$-continuity of the $I_{r}$ operator.

Clearly $V \sim N(0,1)$. Now note that $W_{n}^{2}=\sum_{i=1}^{k_{n}}\left(a_{i}^{(n)} Z_{i}^{(n)}\right)^{2}$ converges to 1 in $L^{2}$ under the condition $c_{n}=\max _{i}\left|a_{i}^{(n)}\right| \rightarrow 0$ as $n \rightarrow \infty$. Hence $W_{n}^{s}$ converges to 1 in probability for any $s \geq 0$. Combining these results we have

$$
\Lambda_{n}\left(x^{s}\right) \rightarrow \sum_{r=0}^{s} \frac{s!}{(s-r)!} \nu_{s-r} \mu_{r,(s-r) / 2} H_{r}(V) .
$$

in probability. Define the function $b_{s}$ by

$$
b_{s}(z)=\sum_{r=0}^{s} \frac{s!}{(s-r)!} \nu_{s-r} \mu_{r,(s-r) / 2} H_{r}(z) .
$$

Recall that $\nu_{s}=\mathbb{E}\left[Z^{s}\right]$ where $Z$ is a $\mathrm{N}(0,1)$ random variable and $\mu_{s, t}=\mathbb{E}\left[\theta^{s} \gamma^{t}\right]$ if $s, t$ are nonnegative integers and zero otherwise. Thus we have

$$
\begin{aligned}
\sum_{s=0}^{\infty} b_{s}(z) \frac{x^{s}}{s!} & =\mathbb{E}\left[\sum_{s=0}^{\infty} \sum_{r=0}^{s} \frac{x^{s} \nu_{s-r}}{(s-r)!} \gamma^{(s-r) / 2} \theta^{r} H_{r}(z)\right] \\
& =\mathbb{E}\left[\left(\sum_{s=0}^{\infty} \frac{\nu_{s} \gamma^{s / 2} x^{s}}{s!}\right)\left(\sum_{r=0}^{\infty} x^{r} \theta^{r} H_{r}(z)\right)\right] .
\end{aligned}
$$

Now note that $\sum_{s=0}^{\infty} \gamma^{s / 2} x^{s} \nu_{s} / s!=\mathbb{E}\left[e^{\gamma^{1 / 2} x Z}\right]=e^{\gamma x^{2} / 2}$. And the second term in the product can be written as

$$
\left.\sum_{r=0}^{\infty} \theta^{r} x^{r} H_{r}(z)=\exp \left[\theta x z-\theta^{2} x^{2} / 2\right)\right]
$$

Hence we have

$$
\sum_{s=0}^{\infty} b_{s}(z) \frac{x^{s}}{s!}=\mathbb{E} \exp \left[x \theta z+\left(\gamma-\theta^{2}\right) x^{2} / 2\right]
$$

which we recognize as the moment generating function of a probabiliy distribution which conditional on $(\theta, \gamma)$ is normal with mean $\theta z$ and variance $\gamma-\theta^{2}$. This completes the proof.

Proof of Lemma 4.2.6. Fix $s \geq 1$. Recall that $\|\boldsymbol{a}\|_{2}=1$. We say that a random variable $X$ is "negligible" if $\mathbb{E}\left[X^{2}\right] \leq C_{s}\left(c_{n}^{2}+N_{n}\right)$. Consider the $s$-th moment under the spectral measure $\Lambda_{n}$,

$$
\begin{equation*}
\Lambda_{n}\left(x^{s}\right)=\int x^{s} \Lambda_{n}(x)=\frac{1}{d} \operatorname{Tr}\left(A_{n}^{s}\right)=\sum_{i \in[k]^{s}} a_{i} Z_{\boldsymbol{i}} \overline{\operatorname{Tr}}\left(M_{\boldsymbol{i}}\right) \tag{4.14}
\end{equation*}
$$

Here recall that $x_{\boldsymbol{i}}$ is a shorthand for $x_{i_{1}} x_{i_{2}} \cdots$. Given an index set $\boldsymbol{i}=\left(i_{1}, i_{2}, \ldots, i_{s}\right)$ define the edge-labeled graph $H_{i}=\left([s], E_{i}\right)$ as follows:

$$
(p, q) \in E_{i} \text { iff }\left(i_{p}, i_{q}\right) \in E \text { or } i_{p}=i_{q}
$$

and the edge $(p, q)$ is marked zero if $i_{p}=i_{q}$ and one otherwise. For an edge labeled graph $H, \hat{H}$ will denote the skeleton of $H$, the graph $H$ without the edge labels. Let $\mathfrak{C}_{s}$ be the set of all graphs with vertex set $[s]$ where each edge is labeled with either 0 or 1 . Clearly


$$
\begin{equation*}
\Lambda\left(x^{s}\right)=\sum_{H \in \mathfrak{C}_{s}}\left[\sum_{i \in[k]^{s}: H_{i}=H} a_{i} Z_{i} \overline{\operatorname{Tr}}\left(M_{\boldsymbol{i}}\right)\right] . \tag{4.15}
\end{equation*}
$$

We will prove the lemma in four steps.
First Reduction: First of all we will prove that the contribution from $H \in \mathfrak{C}_{s}$ which has at least one connected component of size 3 or more, is negligible. Fix $H \in \mathfrak{C}_{s}$ such that $H$ has at least one component of size 3 or more. Recall that $\operatorname{Tr}\left(M_{\boldsymbol{i}}\right) \leq 1$ for all $\boldsymbol{i}$. Hence we have

$$
\begin{equation*}
\mathbb{E}\left[\sum_{i: H_{i}=H} a_{i} Z_{i} \overline{\operatorname{Tr}}\left(M_{i}\right)\right]^{2} \leq \sum_{i, t: H_{i}=H_{t}=H}\left|a_{i} a_{\boldsymbol{t}}\right|\left|\mathbb{E}\left(Z_{i} Z_{t}\right)\right| . \tag{4.16}
\end{equation*}
$$

Now note that $\mathbb{E}\left[Z_{i} Z_{t}\right]=\mathbb{E} \prod_{j=1}^{s} Z_{i_{j}} Z_{t_{j}}=0$ unless all indices $i_{j}, t_{j}$ occur even number of times. Also $\mathbb{E}\left|Z_{i} Z_{\boldsymbol{t}}\right|$ is uniformly bounded for $\boldsymbol{i}, \boldsymbol{t} \in[k]^{s}$. Since $H_{\boldsymbol{i}}$ contains one component
of size more than 3 either there are distinct $p, q, r \in[s]$ such that $i_{p}=i_{q}=i_{s}$ or there are distinct $p, q \in[s]$ such that $i_{p} \neq i_{q},\left(i_{p}, i_{q}\right) \in E$. Hence we have

$$
\begin{align*}
\mathbb{E}\left[\sum_{i: H_{i}=H} a_{i} Z_{i} \overline{\operatorname{Tr}}\left(M_{i}\right)\right]^{2} & \leq C_{s}\left(\sum_{i=1}^{k} a_{i}^{2}\right)^{s-2}\left(\sum_{(i, j) \in E} a_{i}^{2} a_{j}^{2}+\sum_{i=1}^{k} a_{i}^{4}\right) \\
& \leq C_{s}\left(N_{n}+c_{n}^{2}\right) . \tag{4.17}
\end{align*}
$$

Second Reduction: From (4.17) we know that the main contribution comes graphs with connected components of size at most two. Fix a $H \in \mathfrak{C}_{s}$. Suppose $H$ has $r$ components of size one, $p$ components of size two with label zero and $q$ components of size two with label one. Here we will prove that the contribution is negligible if $q>0$. As before we have $\mathbb{E}\left[Z_{i} Z_{t}\right] \neq 0$ only if all indices occur even number of times. Now, under the assumption that $q>0$, there are distinct $l, m \in[s]$ such that $i_{l} \neq i_{m},\left(i_{l}, i_{m}\right) \in E$. Hence

$$
\mathbb{E}\left[\sum_{i: H_{i}=H} a_{i} Z_{i} \overline{\operatorname{Tr}}\left(M_{\boldsymbol{i}}\right)\right]^{2} \leq C_{s}\left(\sum_{i=1}^{k} a_{i}^{2}\right)^{s-2} \sum_{(i, j) \in E} a_{i}^{2} a_{j}^{2}=C(s) N_{n}
$$

Third Reduction: Hence the main contribution comes from graphs $H \in \mathfrak{C}_{s}$ whose connected components are either of size one or of size two with label zero. Let $r$ be the number of components of size one and $t$ be the number of components of size two in $H$. Clearly $s=r+2 t$. Note that if $H_{i}=H$ then $\sigma_{i_{j}}$ 's commute for all $j \in[s]$. Then the number of connected graphs on vertex set $[s]$ with $r$ connected components of size one and $t$ connected components of size two is $\binom{s}{r} \nu_{s-r}$, since there are $\binom{s}{r}$ ways to choose the vertices that will comprise the $r$ connected components of size one and $(2 t-1)(2 t-3) \cdots 1$ ways to match the remaining $2 t=s-r$ vertices into unordered pairs that will comprise the $t$ connected components of size two. Let $H_{r}$ be the graph with vertex set $[s]$ and edge set $\{(r+2 i-1, r+2 i): i \geq 1\}$ and all the edge labels are zero. Then combining everything we have

$$
\mathbb{E}\left[\Lambda_{n}\left(x^{s}\right)-\sum_{r=0}^{s}\binom{s}{r} \nu_{s-r}\left(\sum_{i: H_{i}=H_{r}} a_{i} Z_{i} \overline{\operatorname{Tr}}\left(M_{i}\right)\right)\right]^{2} \leq C_{s}\left(c_{n}^{2}+N_{n}\right)
$$

Fourth Reduction: Fix $r \in[s]$ such that 2 divides $s-r$. Let $2 t=s-r$. Consider the term

$$
\begin{aligned}
Y_{r}^{\prime} & :=\sum_{i \in[k] s: H_{i}=H_{r}} a_{\boldsymbol{i}} Z_{\boldsymbol{i}} \overline{\operatorname{Tr}}\left(M_{\boldsymbol{i}}\right) \\
& =\sum_{\left(i_{p}, i_{q}\right) \notin E_{S} \text { for all }} \sum_{1 \leq p, q \leq r+t} \overline{\operatorname{Tr}}\left(M_{\boldsymbol{i}}\right) \prod_{j=1}^{r} a_{i_{j}} Z_{i_{j}} \prod_{j=r+1}^{r+t} a_{i_{j}}^{2} Z_{i_{j}}^{2}
\end{aligned}
$$

where $\sum^{\prime}$ denotes sum over distinct indices. Using condition $\mathbf{A}$ (eqn. (4.5)) we have

$$
\mathbb{E}\left|Y_{r}^{\prime}-\mu_{r, t} Y_{r}^{\prime \prime}\right|^{2} \leq C_{s} \Delta_{s, t}(n)
$$

where

$$
Y_{r}^{\prime \prime}=\sum_{\left(i_{p}, i_{q}\right) \notin E_{S}} \prod_{\text {for all } 1 \leq p, q \leq r+t}^{r} a_{j=1} Z_{i_{j}} \prod_{j=r+1}^{r+t} a_{i_{j}}^{2} Z_{i_{j}}^{2}
$$

If we define

$$
Y_{r}^{\prime \prime \prime}:=\left[\sum_{\left(i_{p}, i_{q}\right) \notin E_{S}}^{\prime} \prod_{j=1}^{r} a_{i_{j}} Z_{i_{j}}\right]\left(\sum_{i=1}^{k} a_{i}^{2} Z_{i}^{2}\right)^{t}
$$

calculations similar to the previous ones show that

$$
\begin{aligned}
\mathbb{E}\left(Y_{r}^{\prime \prime}-Y_{r}^{\prime \prime \prime}\right)^{2} & \leq C_{s}\left(\sum_{i=1}^{k} a_{i}^{2}\right)^{r+t-1}\left(\sum_{(i, j) \in E_{S}} a_{i}^{2} a_{j}^{2}+\sum_{i=1}^{k} a_{i}^{4}\right) \\
& =C_{s}\left(c_{n}^{2}+N_{n}\right) .
\end{aligned}
$$

Let

$$
Y_{r}:=\sum_{\left(i_{p}, i_{q}\right) \notin E_{S}}^{\prime} \prod_{j=1}^{r} a_{i_{j}} Z_{i_{j}}
$$

and $W=\sqrt{\sum_{i=1}^{k} a_{i}^{2} Z_{i}^{2}}$. Then we have

$$
\begin{align*}
& \mathbb{E}\left[\Lambda\left(x^{s}\right)-\sum_{r=0}^{s}\binom{s}{r} \nu_{s-r} \mu_{r,(s-r) / 2} W^{s-r} Y_{r}\right]^{2} \\
& \quad \leq C_{s}\left(c_{n}^{2}+N_{n}+\max _{0 \leq r \leq s / 2} \Delta_{s-2 r, r}\right) . \tag{4.18}
\end{align*}
$$

Now note that if we drop the condition $\left\{\left(i_{p}, i_{q}\right) \notin E_{S}\right\}$ in the defining sum for $Y_{r}$ the result (4.18) is still true. Combining all the results we have the proof.

### 4.5.3 Proof of Lemma 4.4.1

Let us recall condition B first.
Condition B. For every sequence of integers $\boldsymbol{s}=\left(s_{1}, s_{2}, \ldots, s_{c}\right), \boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{c}\right)$ there is a real number $\mu_{\boldsymbol{s}, \boldsymbol{t}}$ such that

$$
\begin{equation*}
\Delta_{s, t}(n):=\sup \left|\overline{\operatorname{Tr}}\left(\prod_{i=1}^{c} \prod_{j=1}^{s_{i}} M_{i, f(i, j)}^{(n)} \prod_{j=1}^{t_{i}}\left(M_{i, g(i, j)}^{(n)}\right)^{2}\right)-\mu_{s, t}\right| \rightarrow 0 \tag{4.19}
\end{equation*}
$$

as $n \rightarrow \infty$ where the supremum is taken over all distinct indices $(i, f(i, j)),(i, g(i, l))$, $1 \leq j \leq s_{i} ; 1 \leq l \leq t_{i} ; 1 \leq i \leq c$ such that the corresponding matrices commute with each other.

We will use the solution of the multidimensional Hausdorff problem (cf. proposition 4.6.11 from $[11])$ to prove that there is a $[-1,1]^{c} \times[-1,1]^{c}$ valued random vector $(\boldsymbol{\theta}, \boldsymbol{\gamma})$ with $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{c}\right), \boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{c}\right)$ such that

$$
\mu_{s, t}=\mathbb{E}\left[\boldsymbol{\theta}^{s} \gamma^{t}\right]
$$

for all $\boldsymbol{s}, \boldsymbol{t}=\left(t_{1}, t_{2}, \ldots, t_{c}\right) \in \mathbb{N}^{c}$. The fact that $\gamma_{i} \geq 0$ a.s. follows easily from a similar calculation. For simplicity we only prove that

$$
\mu_{s, 0}=\mathbb{E}\left[\boldsymbol{\theta}^{s}\right] .
$$

The general case follows by working with $2 c$ classes and taking $\gamma_{i}=\theta_{c+i}$ for $i=1,2, \ldots, c$. Equip $\mathbb{N}^{c}$ with the usual partial order, i.e., $\boldsymbol{p} \leq \boldsymbol{n}$ if $p_{i} \leq n_{i}$ for all $i=1,2, \ldots, c$.

The solution of the multidimensional Hausdorff problem says that, in order that the numbers $\psi(s)$ for $s \in \mathbb{N}^{c}$ are the multivariate moments of some $[0,1]^{c}$ valued random vector, a necessary and sufficient condition is that for all $\boldsymbol{m}, \boldsymbol{n} \in \mathbb{N}^{c}$

$$
\begin{equation*}
\sum_{\mathbf{0} \leq \boldsymbol{p} \leq \boldsymbol{n}}(-1)^{|\boldsymbol{p}|}\binom{n_{1}}{p_{1}}\binom{n_{2}}{p_{2}} \cdots\binom{n_{c}}{p_{c}} \psi(\boldsymbol{m}+\boldsymbol{p}) \geq 0 \tag{4.20}
\end{equation*}
$$

If this is the case, with $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{c}\right)$ being the random vector, the sum appearing in (4.20) is $\mathbb{E}\left[\theta_{1}^{m_{1}} \cdots \theta_{c}^{m_{c}}\left(1-\theta_{1}\right)^{n_{1}} \cdots\left(1-\theta_{c}\right)^{n_{c}}\right]$. Since we want to prove the existence of a $[-1,1]^{c}$ valued random variable it is enough to check the condition (4.20) with

$$
\begin{equation*}
\psi(\boldsymbol{t}):=\frac{1}{2^{|t|}} \sum_{0 \leq s \leq t}\binom{t_{1}}{s_{1}}\binom{t_{2}}{s_{2}} \ldots\binom{t_{c}}{s_{c}} \mu_{s, 0} \tag{4.21}
\end{equation*}
$$

This corresponds to the transformation $f:[-1,1] \mapsto[0,1]$ given by $f(x)=(1+x) / 2$.
Fix $\boldsymbol{m}, \boldsymbol{n}$. Choose $n$ large enough so that we can find distinct indices $\left(i, f_{n}(i, j)\right)$, $1 \leq j \leq m_{i}+n_{i} ; 1 \leq i \leq c$ such that the corresponding matrices commute with each other. for every $n$ fix such a sequence $f_{n}$. Clearly we have

$$
\begin{equation*}
\psi(\boldsymbol{t})=\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}}\left(\prod_{i=1}^{c} \prod_{j=1}^{t_{i}} \frac{1}{2}\left(I+M_{i, f_{n}(i, j)}^{(n)}\right)\right) \tag{4.22}
\end{equation*}
$$

for $\boldsymbol{t} \leq \boldsymbol{m}+\boldsymbol{n}$. By assumption all the matrices involved in (4.22) commute. Therefore the matrices are simultaneously diagonalizable by a unitary matrix, say, $U_{n}$. Let

$$
D_{i, j}^{(n)}:=U_{n}^{*} \cdot \frac{1}{2}\left(I+M_{i, f_{n}(i, j)}^{(n)}\right) \cdot U_{n}
$$

Clearly $D_{i, j}^{(n)}$,s are diagonal matrices with all diagonal entries lying in the interval $[0,1]$. Thus we have

$$
\psi(\boldsymbol{t})=\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}}\left(\prod_{i=1}^{c} \prod_{j=1}^{t_{i}} D_{i, j}^{(n)}\right)
$$

for all $\boldsymbol{t} \leq \boldsymbol{m}+\boldsymbol{n}$. Now

$$
\begin{aligned}
& \sum_{\mathbf{0} \leq \boldsymbol{p} \leq \boldsymbol{n}}(-1)^{|\boldsymbol{p}|}\binom{n_{1}}{p_{1}}\binom{n_{2}}{p_{2}} \cdots\binom{n_{c}}{p_{c}} \psi(\boldsymbol{m}+\boldsymbol{p}) \\
& =\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}} \prod_{i=1}^{c}\left(\sum_{0 \leq p_{i} \leq n_{i}}(-1)^{p_{i}}\binom{n_{i}}{p_{i}} \prod_{j=1}^{m_{i}+p_{i}} D_{i, j}^{(n)}\right) \\
& =\lim _{n \rightarrow \infty} \overline{\operatorname{Tr}} \prod_{i=1}^{c}\left(\prod_{j=1}^{m_{i}} D_{i, j}^{(n)} \prod_{j=1}^{n_{i}}\left(I-D_{i, m_{i}+j}^{(n)}\right)\right) \geq 0
\end{aligned}
$$

for all $\boldsymbol{m}, \boldsymbol{n} \in \mathbb{N}^{c}$. This completes the proof.
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